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9ȄŜŎǳǘƛǾŜ {ǳƳƳŀǊȅ 
This is a report of an audit of Facebook-Ireland (FB-I) carried out by the Office of the Data 
Protection Commissioner of Ireland in the period October-December 2011. It builds on work 
carried out by other regulators, notably the Canadian Privacy Commissioner, the US Federal Trade 
Commission and the Nordic and German Data Protection Authorities.  It includes consideration of 
ŀ ƴǳƳōŜǊ ƻŦ ǎǇŜŎƛŦƛŎ ƛǎǎǳŜǎ ǊŀƛǎŜŘ ƛƴ ŎƻƳǇƭŀƛƴǘǎ ŀŘŘǊŜǎǎŜŘ ǘƻ ǘƘŜ hŦŦƛŎŜ ōȅ ǘƘŜ ά9ǳǊƻǇŜ-versus-
CŀŎŜōƻƻƪέ ƎǊƻǳǇΣ ǘƘŜ bƻǊǿŜƎƛŀƴ /ƻƴǎǳƳŜǊ Council and by a number of individuals.   
 
The audit was conducted with the full cooperation of FBςI.  It found a positive approach and 
commitment on the part of FB-I to respecting the privacy rights of its users. Arising from the audit, 
FB-I has already cƻƳƳƛǘǘŜŘ ǘƻ ŜƛǘƘŜǊ ƛƳǇƭŜƳŜƴǘΣ ƻǊ ǘƻ ŎƻƴǎƛŘŜǊ ǇƻǎƛǘƛǾŜƭȅΣ ŦǳǊǘƘŜǊ ǎǇŜŎƛŦƛŎ άōŜǎǘ 
ǇǊŀŎǘƛŎŜέ ƛƳǇǊƻǾŜƳŜƴǘǎ ǊŜŎƻƳƳŜƴŘŜŘ ōȅ ǘƘŜ ŀǳŘƛǘ ǘŜŀƳΦ  ! ŦƻǊƳŀƭ ǊŜǾƛŜǿ ƻŦ ǇǊƻƎǊŜǎǎ ƛǎ ǇƭŀƴƴŜŘ 
in July 2012.  
 
The audit was conducted by reference to the provisions of the Data Protection Acts, 1988 and 
нллоΣ ǿƘƛŎƘ ƎƛǾŜ ŜŦŦŜŎǘ ǘƻ ǘƘŜ 9ǳǊƻǇŜŀƴ ¦ƴƛƻƴΩǎ 5ŀǘŀ tǊƻǘŜŎǘƛƻƴ 5ƛǊŜŎǘƛǾŜ фрκпсκ9/Φ !ŎŎƻǳƴǘ ǿŀǎ 
ǘŀƪŜƴ ƻŦ ƎǳƛŘŀƴŎŜ ƛǎǎǳŜŘ ōȅ ǘƘŜ 9¦Ωǎ !ǊǘƛŎƭŜ нф ²ƻǊƪƛƴƎ tŀǊǘȅ1.   The audit team followed the 
standard audit methodology used by the Office2.  
 
Facebook is a platform for users to engage in social interactions of various kinds ς making 
ŎƻƳƳŜƴǘǎ όάǇƻǎǘǎέύ ƻƴ ǾŀǊƛƻǳǎ ƛǎǎǳŜǎΣ ǎŜǘǘƛƴƎ ǳǇ ƎǊƻǳǇǎΣ ŜȄŎƘŀƴƎƛƴƎ ǇƘƻǘƻƎǊŀǇƘǎ ŀƴŘ ƻǘƘŜǊ 
personal material. It has some 800 million users, spread throughout the globe. FB-I is the entity 
with which users based outside the United States and Canada have a contractual relationship. FB-I 
ƛǎ ǘƘŜ άŘŀǘŀ ŎƻƴǘǊƻƭƭŜǊέ ƛƴ ǊŜǎǇŜŎǘ ƻŦ ǘƘŜ ǇŜǊǎƻƴŀƭ Řŀǘŀ ƻŦ ǘƘŜǎŜ ǳǎŜǊǎΦ  
 
!ǎ ŀ άŘŀǘŀ ŎƻƴǘǊƻƭƭŜǊέΣ C.-I has to comply with the obligations set out in the law.  The report 
ǎǳƳƳŀǊƛǎŜǎ ǘƘŜ ŀǳŘƛǘ ǘŜŀƳΩǎ ŎƻƴŎƭǳǎƛƻƴǎ ƻƴ Ƙƻǿ C.-I gives effect to the basic principles of data 
ǇǊƻǘŜŎǘƛƻƴ ƭŀǿΥ ǘƘŀǘ ǇŜǊǎƻƴŀƭ Řŀǘŀ ǎƘƻǳƭŘ ōŜ ŎƻƭƭŜŎǘŜŘ άŦŀƛǊƭȅέΤ ǘƘŀǘ ǘƘŜ ƛƴŘƛǾƛŘǳŀƭ ǎƘƻǳƭŘ ōŜ ƎƛǾŜƴ 
comprehensive information on how personal data will be used by FB-I; that the personal data 
processed by FB-I should not be excessive; that personal data should be held securely and  deleted 
when no longer required for a legitimate purpose; and that each individual should have the right 
to access all personal data held by FB-I subject to limited exemptions.  
 
In addition to examining FB-LΩǎ ǇǊŀŎǘƛŎŜǎ ǳƴŘŜǊ ǎǘŀƴŘŀǊŘ Řŀǘŀ ǇǊƻǘŜŎǘƛƻƴ ƘŜŀŘƛƴƎǎΣ ǘƘŜ ǘŜŀƳ ŀƭǎƻ 
examined in detail the data protection aspects of some specific aspects of FB-LΩǎ ƻǇŜǊŀǘƛƻƴǎΣ ǎǳŎƘ 
ŀǎ ƛǘΩǎ ǳǎŜ ƻŦ ŦŀŎƛŀƭ ǊŜŎƻƎƴƛǘƛƻƴ ǘŜŎƘƴƻƭƻƎȅ ŦƻǊ ǘƘŜ άǘŀƎƎƛƴƎέ ƻŦ ƛƴŘƛǾƛŘǳŀƭǎΣ ǘƘŜ ǳǎŜ ƻŦ ǎƻŎƛŀƭ ǇƭǳƎ-ins 
όǘƘŜ C. Ψ[ƛƪŜΩ ōǳǘǘƻƴύΣ ǘƘŜ άCǊƛŜƴŘǎ CƛƴŘŜǊέ ŦŜŀǘǳǊŜ ŀƴŘ ǘƘŜ оrd tŀǊǘȅ !ǇǇƭƛŎŀǘƛƻƴǎ όΨ!ǇǇǎΩύ 
operating on the FB platform.  
 
In examining FB-LΩǎ ǇǊŀŎǘƛŎŜǎ ŀƴŘ ǇƻƭƛŎƛŜǎΣ ƛǘ ǿŀǎ ƴŜŎŜǎǎŀǊȅ ǘƻ ŜȄŀƳƛƴŜ ƛǘǎ ǊŜǎǇƻƴǎƛōƛƭƛǘƛŜǎ ƛƴ ǘǿƻ 
distinct areas.  The first is the extent to which it provides users with appropriate controls over the 
sharing of their information with other users and information on the use of such controls ς 
ƛƴŎƭǳŘƛƴƎ ƛƴ ǊŜƭŀǘƛƻƴ ǘƻ ǎǇŜŎƛŦƛŎ ŦŜŀǘǳǊŜǎ ǎǳŎƘ ŀǎ άǘŀƎƎƛƴƎέΦ  ¢Ƙƛǎ ŀƭǎƻ ƛƴŎƭǳŘŜǎ ǘƘŜ ǊƛƎƘǘǎ ƻŦ ƴƻƴ-

                                                      
1
 http://ec.europa.eu/justice/policies/privacy/docs/wpdocs/2009/wp163_en.pdf 

2
 http://www.dataprotection.ie/documents/enforcement/AuditResource.pdf 

http://ec.europa.eu/justice/policies/privacy/docs/wpdocs/2009/wp163_en.pdf
http://www.dataprotection.ie/documents/enforcement/AuditResource.pdf
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users whose personal data might be captured by FB-I.  Various recommendations have been made 
ŦƻǊ άōŜǎǘ ǇǊŀŎǘƛŎŜέ ƛƳǇǊovements in this area.  
 
The second main area where we examined FB-LΩǎ ǇǊŀŎǘƛŎŜǎ ŀƴŘ ǇƻƭƛŎƛŜǎ ǊŜƭŀǘŜŘ ǘƻ ǘƘŜ ŜȄǘŜƴǘ ǘƻ 
which FB-I uses personal data of users to target advertising to them. FB-I provides a service that is 
free to the user. Its business model is based on charging advertisers to deliver advertisements 
ǿƘƛŎƘ ŀǊŜ ǘŀǊƎŜǘŜŘ ƻƴ ǘƘŜ ǎǇŜŎƛŦƛŎ ƛƴǘŜǊŜǎǘǎ ŘƛǎŎƭƻǎŜŘ ōȅ ǳǎŜǊǎΦ  ¢Ƙƛǎ ōŀǎƛŎ άŘŜŀƭέ ƛǎ ŀŎƪƴƻǿƭŜŘƎŜŘ 
by the user when s/he signs up to FB-I and agrees to the Statement of Rights and Responsibilities 
and the related Data Use Policy.   
 
! ƪŜȅ ŦƻŎǳǎ ƻŦ ǘƘŜ ŀǳŘƛǘ ǿŀǎ ǘƘŜ ŜȄǘŜƴǘ ǘƻ ǿƘƛŎƘ ǘƘŜ άŘŜŀƭέ ŎƻǳƭŘ ǊŜŀǎƻƴŀōƭȅ ōŜ ŘŜǎŎǊƛōŜŘ ŀǎ 
meeting the requirements of fair collection and processing under the Data Protection Acts.  While 
acknowledging that this is a matter of judgment ς ultimately by Irish and European Courts ς the 
ƎŜƴŜǊŀƭ ŎƻƴŎƭǳǎƛƻƴ ǿŀǎ ǘƘŀǘ ǘŀǊƎŜǘƛƴƎ ŀŘǾŜǊǘƛǎŜƳŜƴǘǎ ōŀǎŜŘ ƻƴ ƛƴǘŜǊŜǎǘǎ ŘƛǎŎƭƻǎŜŘ ōȅ ǳǎŜǊΩǎ ƛƴ ǘƘŜ 
ΨǇǊƻŦƛƭŜΩ ƛƴŦƻǊƳŀǘƛƻƴ ǘƘŜȅ ǇǊƻǾƛŘŜ ƻƴ C. ǿŀǎ ƭŜƎƛǘƛƳŀǘŜΦ  ²Ŝ ŀƭǎƻ ŎƻƴŎƭǳŘŜŘ ǘƘŀǘΣ ōȅ ŜȄtension, 
ƛƴŦƻǊƳŀǘƛƻƴ ǇƻǎƛǘƛǾŜƭȅ ǇǊƻǾƛŘŜŘ ōȅ ǳǎŜǊǎ ǘƘǊƻǳƎƘ Ψ[ƛƪŜΩ ōǳǘǘƻƴǎ ŜǘŎ ŎƻǳƭŘ ƭŜƎƛǘƛƳŀǘŜƭȅ ōŜ ǳǎŜŘ ŀǎ 
ǇŀǊǘ ƻŦ ǘƘŜ ōŀǎƛŎ άŘŜŀƭέ ŜƴǘŜǊŜŘ ƛƴǘƻ ōŜǘǿŜŜƴ ǘƘŜ ǳǎŜǊ ŀƴŘ C.-I.  The legitimacy of such use is, in 
all cases, predicated on users being made fully aware, through transparent notices, that their 
personal data would be used in this manner to target advertisements to them.  And any further 
use of personal data should only be possible on the basis of clear user consent.  Various 
recommendations have also ōŜŜƴ ƳŀŘŜ ŦƻǊ ƎŜƴŜǊŀƭ άōŜǎǘ ǇǊŀŎǘƛŎŜέ ƛƳǇǊƻǾŜƳŜƴǘǎ ƛƴ ǘƘƛǎ ŀǊŜŀΦ  
 
The privacy governance structure within FB-I was also examined.  The comprehensive settlement 
reached by the Federal Trade Commission (FTC) with Facebook and announced on 29 November 
2011 should ensure that Facebook will adopt a rigorous approach to privacy and data protection 
issues for the next 20 years. The focus of the audit was on the possible changes needed to 
strengthen the capacity of FB-I to ensure compliance with the specific requirements of Irish and 
EU data protection law.    
 
Progress on implementing the specific recommendations contained in the Report will be reviewed 
ƛƴ Wǳƭȅ нлмнΦ  ¢Ƙƛǎ ǿƛƭƭ ōŜ ǇŀǊǘ ƻŦ ǘƘŜ hŦŦƛŎŜΩǎ ŎƻƴǘƛƴǳƛƴƎ ŜƴƎŀƎŜƳŜƴǘ ǿƛǘƘ C.-I.   
 
The Office would like to tƘŀƴƪ 5ŀǾŜ hΩwŜƛƭƭȅ ƻŦ ¦ƴƛǾŜǊǎƛǘȅ /ƻƭƭŜƎŜ 5ǳōƭƛƴ ǿƘƻ ǇǊƻǾƛŘŜŘ ƛƴǾŀƭǳŀōƭŜ 
assistance in examining a range of technical issues that arose in the audit.  We would also like to 
thank the other regulators whose work we relied on, as detailed in various parts of the report.  
The responsibility for the content of the Report lies solely with us.  On a personal note I wish to 
thank the other staff members in our Office who worked to very tight deadlines in the conduct 
and completion of this Report. 
 
The recommendations in the Report do not carry an implication that FB-LΩǎ ŎǳǊǊŜƴǘ ǇǊŀŎǘƛŎŜǎ ŀǊŜ 
not in compliance with Irish data protection law.  Neither do they represent formal decisions of 
the Commissioner on the complaints submitted to him as the Audit was led by me under the 
Commissioner's authority. 
 
 
Gary Davis 
Deputy Commissioner  
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[ƛǎǘ ƻŦ wŜŎƻƳƳŜƴŘŀǘƛƻƴǎ ŀƴŘ CƛƴŘƛƴƎǎ 
 

ISSUE CONCLUSION/BEST 
PRACTICE 
RECOMMENDATION 

FB-I RESPONSE TARGET 
IMPLEMENTATION 
DATE 

Privacy  & Data Use 
Policy 
Complexity &  
accessibility of user 
controls 
 
 
 
 
 

FB-I must work 
towards:  

¶ simpler 
explanations of 
its privacy 
policies 

¶ easier 
accessibility and 
prominence of 
these policies 
during 
registration and 
subsequently  

¶ an enhanced 
ability for users 
to make their 
own informed 
choices based 
on the available 
information 

FB-I will work with the 
Office to achieve the 
objectives of simpler 
explanations of its 
Data Use Policy, 
identify a mechanism 
to provide users with 
a basis to exercise 
meaningful choice 
over how their 
personal data is used, 
easier accessibility 
and prominence of 
these policies during 
and subsequent to 
registration, including 
making use of test-
groups of users and 
non-users as 
appropriate.  

End Q1 2012 and 
routinely thereafter 

 The relative size of the 
links to the privacy 
policy and statement of 
rights and 
responsibilities on the 
second page of the sign 
up process must be 
aligned with the other 
information presented 
on that page.   

Agreed.  Furthermore, 
FB-I has agreed to 
take the additional 
step of moving the 
links to the Data Use 
Policy and other 
policy documents, as 
well as the Help 
Centre, to the left side 
ƻŦ ǘƘŜ ǳǎŜǊΩǎ 
homepage. Presently 
the use of Credits is 
required only for 
games that monetise 
through virtual goods. 

End February 2012 

Advertising 
Use of user data 

There are limits to the 
extent to which user-
generated personal 
data can be used for 
targeted advertising.    
Facebook must be 

FB-I will clarify its data 
use policy to ensure 
full transparency. 

By the end of Q1 
2012 
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transparent with users 
as to how they are 
targeted by advertisers 

 

 FB-I does not use data 
collected via social 
plug-ins for the 
purpose of targeted 
advertising 

FB-I is taking steps to 
limit data collection 
from social plugins, is 
restricting access to 
such data and is 
moving to delete such 
data according to a 
retention schedule 
where collected.  

Immediately and 
routinely thereafter 
(with the exception 
of retention for 
legal hold 
obligations) 

 FB-I should move the 
option to exercise 
control over social ads 
to the privacy settings 
from account settings 
to improve their 
accessibility.  It should 
also improve user 
knowledge of the 
ability to block or 
control ads that they 
do not wish to see 
again 

Agreed. By the end of Q1 
2012. 

 If, FB-I in future, 
considers providing 
ƛƴŘƛǾƛŘǳŀƭǎΩ ǇǊƻŦƛƭŜ 
pictures and names to 
third parties for 
advertising purposes, 
users would have to 
provide their consent. 

FB-I will enter into 
discussions with this 
Office in advance of 
any plans to introduce 
such functionality. 

n/a 

 The current policy of 
retaining ad-click data 
indefinitely is 
unacceptable. 

FB-I will move 
immediately to a 2-
year retention period 
which will be kept 
under review with a 
view to further 
reduction. 
 

Review in July 2012 

Access Requests If identifiable personal 
data is held in relation 
to a user or non-user, it 
must be provided in 
response to an access 

FB-I  will fully comply 
with the right of 
access to personal 
data, as outlined 
in the schedule 

In line with the 
schedule in relation 
to availability from 
ǘƘŜ ǳǎŜǊΩǎ ǇǊƻŦƛƭŜΣ 
their activity log and 
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request within 40 days, 
in the absence of a 
statutory exemption 

contained within the 
Access Section of the 
Report.  It has 
additionally 
committed to a key 
transparency principle 
that users are entitled 
to have easy and 
effective access to 
their personal 
information.   
 

the download tool.  
Data will be added 
to the various tools 
in phases, beginning 
in January 2012. 

Retention of data The information 
provided to users in 
relation to what 
happens to deleted or 
removed content, such 
as friend requests 
received, pokes, 
removed groups and 
tags, and deleted posts 
and messages should 
be improved. 

FB-I will comply with 
this recommendation 
in an updated Data 
use Policy. 
 

By the end of Q1 
2012. 

 ¦ǎŜǊΩǎ ǎƘƻǳƭŘ ōŜ 
provided with an ability 
to delete friend 
requests, pokes, tags, 
posts and messages 
and be able to in so far 
as is reasonably 
possible delete on a per 
item basis.  

FB-I will phase in such 
transparency and 
control to users on a 
regular basis. 

FB-I has agreed to 
begin working on 
the project during 
Q1 of 2012.  FB-I has 
committed to 
showing 
demonstrable 
progress by our July 
2012 review.  This 
time-scale takes 
account of the size 
of the engineering 
task.   

 Users must be provided 
with a means to 
exercise more control 
over their addition to 
Groups 

FB-I has agreed that it 
will no longer be 
possible for a user to 
be recorded as being 
a member of a group 
ǿƛǘƘƻǳǘ ǘƘŀǘ ǳǎŜǊΩǎ 
consent.  A user who 
receives an invitation 
to join a group will 
not be recorded as 
being a member until 

By the end of Q1 
2012. 
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s/he visits the group 
and will be given an 
easy method of 
leaving the group 

 Personal data collected 
must be deleted when 
the purpose for which 
it was collected has 
ceased 

FB-I will comply with 
requirements in 
relation to retention 
where the company 
no longer has a need 
for the data in 
relation to the 
purposes for which it 
was provided or 
received. Specifically 
it will: 
1. For people who are 
not Facebook users or 
who are Facebook 
users in a logged out 
state, FB-I will take 
two steps with 
respect to the data 
that it receives and 
records through social 
plugins within 10 days 
after such a person 
visits a website that 
contains a social 
plugin.  First, FB-I will 
remove from social 
plugin impression logs 
the last octet of the IP 
address when this 
information is 
logged.  Second, FB-I 
will delete from social 
plugin impression logs 
the browser cookie 
set when a person 
visits Facebook.com.   
2. For all people 
regardless of browser 
state (logged in, 
logged out, or non-
Facebook users), FB-I 
will delete the 
information it 

Immediate and 
ongoing, subject to 
any legal holds 
placed on the data 
by civil litigation or 
law enforcement.  
The continuing 
justification for 
these periods will be 
kept under 
continuous 
assessment and will 
be specifically re-
assessed in our July 
2012 review.  
 

http://facebook.com/
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receives and records 
through social plugin 
impressions within 90 
days after a person 
visits a website that 
includes a social 
plugin.  

 
3. anonymise all 
search data on the 
site within six months 
 
4. anonymise all ad 
click data after 2 years 
 
5. significantly 
shorten the retention 
period for log-in 
information to a 
period  which was 
agreed with this 
Office 
 

 There is not currently 
sufficient information 
in the Data Use Policy 
to educate users that 
login activity from 
different browsers 
across different 
machines and devices is 
recorded.   

FB-I will provide 
additional 
information in a 
revised Data Use 
Policy  

By the end of Q1 
2012. 

 We have confirmed 
that data entered on an 
incomplete registration 
is deleted after 30 days 

  

 Data held in relation to 
inactive or de-activated 
accounts must be 
subject to a retention 
policy 

FB-I will work with 
this Office to identify 
an acceptable 
retention period 

July 2012. 

Cookies/Social Plug-Ins We are satisfied that 
no use is made of data 
collected via the 
loading of Facebook 
social plug-ins on 
websites for profiling 
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purposes of either 
users or non-users. 

 It is not appropriate for 
Facebook to hold data 
collected from social 
plug-ins other than for 
a very short period and 
for very limited 
purposes 

Impression data 
received from social 
plugins will be 
anonymised within 10 
days for logged-out 
and non-users and 
deleted within 90 
days, and for logged-
in users, the data will 
be aggregated and/or 
anonymised in 90 
days. 
 

Immediately and to 
be verified by this 
Office subject to any 
legal holds placed 
on the data by civil 
litigation 

Third Party Apps The complexity for a 
user to fully understand 
in a meaningful way 
what it means to grant 
permission to an 
application to access 
their information must 
be addressed.  Users 
must be sufficiently 
empowered via 
appropriate 
information and tools 
to make a fully 
informed decision 
when granting access 
to their information to 
third party applications 

FB-I has recently 
changed its granular 
data permissions 
dialog box for apps, 
which was expected 
to be fully available 
on all applications in 
February 2012, to 
allow for contextual 
control over the 
audience that will see 
ǘƘŜ ǳǎŜǊΩǎ ŀŎǘƛǾƛǘȅ ƻƴ 
Facebook.   

End-February 2012 
and assessed again 
in July 2012 

 It must be made easier 
for users to understand 
that their activation 
and use of an app will 
be visible to their 
friends as a default 
setting 

FB-I has recently 
changed its granular 
data permissions 
dialog box for apps 
where users can 
choose the audience 
όάŀǳŘƛŜƴŎŜ ǎŜƭŜŎǘƻǊέύ 
for their app activity 
directly in the dialog 
box. 

Assessed again in 
July 2012 

 The privacy policy link 
to the third party app 
should be given more 
prominence within the 
application permissions 

¢ƘŜǊŜ ƛǎ ŀ άǊŜǇƻǊǘ 
ŀǇǇέ ƭƛƴƪ ƛƴ ŜǾŜǊȅ 
dialog box, which 
permits users to 
notify FB-I of any 

End February 2012 
and ongoing 
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screen and users 
should be advised to 
read it before they add 
an app.  This should be 
supplemented with a 
means for a member to 
report a concern in this 
regard via the 
permissions screen.   

issues regarding the 
app, including a 
missing or non-
working privacy policy 
link.  In addition, FB-I 
will further educate 
users on the 
importance of reading 
app privacy policies 
and is positively 
disposed to increasing 
the size of the link in 
the dialog box and 
will report back to this 
Office. 

 As the link to the 
privacy policy of the 
app developer is the 
critical foundation for 
an informed consent, 
FB-I should deploy a 
tool that will check 
whether privacy policy 
links are live.   

FB-I will implement 
this recommendation 
and is urgently 
examining how to 
introduce this feature 
from a technical 
feasibility perspective.   

FB-LΩǎ ǇǊƻƎǊŜǎǎ ƛƴ 
implementing this 
recommendation 
will be explicitly 
examined on our 
review visit in July 
2012. 

 We verified that it was 
not possible for an 
application to access 
personal data over and 
above that to which an 
individual gives their 
consent or enabled by 
the relevant settings.   

  

 We verified that when 
a friend of a user 
installing an app has 
chosen to restrict what 
such apps can access 
about them that this 
cannot be over-ridden 
by the app. However, it 
should be made easier 
for users to make 
informed choices about 
what apps installed by 
friends can access 
personal data about 
them.  The easiest way 

FB-I will positively 
examine alternative 
placements for the 
app privacy controls 
so that users have 
more control over 
these settings 

FB-I will report back 
on this point to this 
Office in advance of 
July 2012. 
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at present to manage 
this is to turn off all 
ŀǇǇǎ Ǿƛŀ ŀ ǳǎŜǊΩǎ 
privacy settings but this 
also prevents the user 
from using apps 
themselves.   

 We have identified that 
the authorisation token 
granted to an 
application could be 
transferred between 
applications to 
potentially allow a 
second application to 
access information 
which the user had not 
granted by way of the 
token granted to the 
first application.  While 
this is a limited risk we 
recommend that FB-I 
bring forward a 
solution that addresses 
the concerns outlined. 
In the meantime, at a 
minimum we expect 
FB-I to advise 
application developers 
of their own 
responsibility to take 
appropriate steps to 
ensure the security of 
the authorisation 
tokens provided by it. 

FB-I will provide more 
messaging to 
developers 
highlighting its policy 
regarding sharing of 
authorization tokens.  
In addition, FB-I will 
commit to investigate 
technical solutions to 
reduce risk of abuse. 

End of January 2012 
in relation to 
notification to apps 
developers.  
Immediate 
assessment of issue 
identified with 
outcome/solution 
presented by end of 
Q1. 

 We do not consider 
that reliance on 
developer adherence 
to best practice or 
stated policy in certain 
cases is sufficient to 
ensure security of user 
data.  We do note 
however the proactive 
monitoring and action 
against apps which 
breach platform 

FB-I has proactive 
auditing and 
automated tools 
designed not just to 
detect abuse by 
developers, but to 
prevent it in the first 
place and the findings 
of the audit will be 
used to further refine 
the tools. 

Progress review in 
July 2012. 
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policies.  However, this 
is not considered 
sufficient by this Office 
to assure users of the 
security of their data 
once they have third 
party apps enabled.  
We expect FB-I to take 
additional steps to 
prevent applications 
from accessing user 
information other than 
where the user has 
granted an appropriate 
permission.   
 

Disclosures to Third 
Parties 

The current Single 
Point of Contact 
arrangements with law 
enforcement 
authorities when 
making requests for 
user data should be 
further strengthened 
by a requirement for all 
such requests to be 
signed-off or validated 
by a designated officer 
of a senior rank and for 
this to be recordable in 
the request.  We also 
recommend that the 
standard form used 
require all requesting 
entities to fully 
complete the section as 
to why the requested 
user data is sought so 
as to ensure that FB-I 
when responding can 
form a good faith belief 
that such provision of 
data is necessary as 
required by its privacy 
policy.  FB-I should also 
re-examine its privacy 
policy to ensure that 

FB-I is implementing 
these 
recommendations. 

To be commenced 
by Facebook in 
January 2012 and 
reviewed in July 
2012. 
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the current information 
provided is consistent 
with its actual 
approach in this area. 
 

Facial Recognition/Tag 
Suggest 

FB-I should have 
handled the 
implementation of this 
feature in a more 
appropriate manner 
and we recommended 
that it take additional 
steps from a best 
practice perspective to 
ensure the consent 
collected from users for 
this feature  can be 
relied upon 

FB-I will provide an 
additional form of 
notification for Tag 
Suggest.  It will 
appear at the top of 
the page when a user 
logs in.  If the user 
interacts with it by 
selecting either 
option presented 
then it will disappear 
for the user.  If the 
user does not interact 
with it then it will 
appear twice more for 
a total of 3 displays on 
the next successive 
log-ins.  Before 
making a selection 
more detail about 
how the feature 
works will appear 
behind a Learn More 
link and will also be 
shown if a user clicks 
Adjust Your Settings. 
  
FB-I will discuss with 
this Office any plans 
to extend tag suggest 
to allow suggestions 
beyond confirmed 
Friends  in advance of 
doing so.  

First week January 
2012 at the latest 

 We have confirmed 
that the function used 
to delete the user's 
facial profile is invoked 
when the user disables 
"tag suggestions". 

  

Security Many policies and 
procedures that are in 

FB-I will continue to 
document policies 

Newly documented 
policies and 
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operation are not 
formally documented. 
This should be 
remedied.   

and procedures as 
required to maintain 
consistency in security 
practices.   

procedures to be 
reviewed  in July 
2012. 

 We are satisfied that 
FB-I does have in place 
an appropriate 
framework to ensure 
that all access to user 
data is on a need to 
know basis.  However, 
we recommended that 
FB-I expand its 
monitoring to ensure 
that there  can be no 
employee abuse 
through inappropriate 
password resets of a 
ǳǎŜǊΩǎ ŀŎŎƻǳƴǘ  
 

FB-I will integrate user 
password resets by 
employees into our 
monitoring tools 

End-January 2012 

 We were concerned 
that the tools in place 
for ensuring that staff 
were authorised to only 
access user data on a 
strictly necessary basis 
were not as role 
specific as we would 
have wished.  

FB-I is implementing a 
new access 
provisioning tool that 
will allow for more 
fine-grained control of 
access to user data. 

We will thoroughly 
review the 
application and 
usage of the new 
token based tool in 
July 2012. 

 We are satisfied that 
there is no realistic 
security threat to a 
user photo from their 
upload to Akamai.  We 
are also satisfied that 
there is no realistic 
threat to a deleted 
image  
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 We believe that current 
arrangements 
adequately mitigate 
the risk of large-scale 
harvesting of Facebook 
ǳǎŜǊ Řŀǘŀ Ǿƛŀ άǎŎǊŜŜƴ 
ǎŎǊŀǇƛƴƎέ ǿƘƛƭŜ 
allowing the service to 
be effectively provided 
to legitimate users.  

  

Deletion of Accounts There must be a robust 
process in place to 
irrevocably delete user 
accounts and data 
upon request within 40 
days of receipt of the 
request (not applicable 
to back-up data within 
this period.) 

FB-I had already 
devoted a substantial 
amount of 
engineering resources 
to progressing 
account deletion to 
an acceptable level 
and is committed to 
working towards the 
objectives outlined by 
this Office. 

Review in July 2012 

Friend Finder We are satisfied that, 
aside from storage of 
synchronised data for 
its users, FB-I makes no 
additional use of 
telephone numbers or 
other contact details 
uploaded as part of the 
synchronisation feature 
unless the user chooses 
to supply email 
addresses for friend 
finder purposes. 

  

 We recommend that 
users be made aware 
that where they choose 
to synch their contact 
information from a 
mobile device, those 
contact details are 
transmitted in plain 
text and are therefore 
not secure during 
transmission. This is 
not an issue within 
CŀŎŜōƻƻƪΩǎ ŎƻƴǘǊƻƭ ōǳǘ 

It is not more risky to 
send data in plain text 
via the 
synchronization 
process than doing so 
by sending email 
using an internet 
email provider, which 
providers do not 
provide disclosures on 
security risks.  FB-I  
will have further 
dialogue in order to 

End of Q1 2012. 
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users should 
nevertheless be made 
aware when choosing 
this option. 
 

work towards 
reviewing alternatives 
for reducing risk and 
addressing them 
through education or 
changes in the 
product.  

 We established that the 
action of disabling 
synchronisation does 
not appear to delete 
any of the synchronised 
data.  This requires an 
additional step via the 
άǊŜƳƻǾŜ Řŀǘŀέ ōǳǘǘƻƴ 
within the app.  We 
recommend that it 
should be clear to users 
that disabling synching 
is not sufficient to 
remove any previously 
synched data. 
 

It should be obvious 
to users that their 
synchronized data is 
still there after they 
disable synching but 
FB-I will add text to 
that effect within the 
app. 

End of Q1 2012. 

 We were concerned 
that the facility 
whereby businesses 
could upload up to 
5,000 contact email 
addresses for Page 
contact purposes 
created a possibility of 
the sending of 
unsolicited email 
invites by those 
businesses in 
contravention of the 
ePrivacy  law with an 
associated potential 
liability for FB-I.  We 
recommended a 
number of steps to be 
taken to address this 
risk 

FB-I in response 
immediately 
geoblocked the major 
EU domains so that 
messages from Pages 
cannot be sent to the 
vast majority of EU 
users or non-users.  It 
will further improve 
the information and 
warnings made 
available to 
businesses using this 
facility. 

End of Q1 2012. 

 We confirmed that 
passwords provided by 
users for the upload of 
contact lists for friend-
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finding purposes are 
held securely and 
destroyed 

Tagging There does not appear 
to be a compelling case 
as to why a member 
cannot decide to 
prevent tagging of 
them once they fully 
understand the 
potential loss of control 
and prior notification 
that comes with it. 

FB-I  will examine the 
broader implications 
of this 
recommendation and 
will engage further on 
this issue in the July 
2012 review 

In advance of July 
2012 

Posting on Other 
Profiles 

We recommend that 
FB-I introduce 
increased functionality 
to allow a poster to be 
informed prior to 
posting how broad an 
audience will be able to 
view their post and that 
they be notified should 
the settings on that 
profile be subsequently 
changed to make a post 
that was initially 
restricted available to a 
broader audience.  We 
recommend the 
sending of a 
notification to the 
poster of any such 
change with an ability 
to immediately delete 
their post if they are 
unhappy.    

FB-I will examine the 
broader implications 
of the suggested 
approaches and 
having done so will 
engage further on this 
issue in the July 2012 
review. 

In advance of July 
2012 

Facebook Credits We are satisfied that 
FB-I does act as a data 
controller in the 
provision of the 
Facebook Credits 
service However, we 
would consider that it 
is not fully apparent to 
users  using the service 
that FB-I is acting as a 
data controller and that 

FB-I will be adding 
information to this 
effect in the Data Use 
Policy and it is 
launching a privacy 
policy for its 
payments systems in 
approximately six 
months. 

End of Q1 2012. 
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information generated 
in the context of their 
use of Facebook Credits 
is linked to their 
account.  It is 
recommended that the 
Data Use Policy be 
significantly expanded 
to make clear the 
actual personal data 
use taking place in the 
context of Facebook 
Credits. 

Pseudonymous Profiles We consider that FB-I 
has advanced  
sufficient justification 
for child protection and 
other reasons for their 
policy of refusing 
pseudonymous access 
to its services  

  

Abuse Reporting We are satisfied that 
FB-I has appropriate 
and accessible means 
in place for users and 
non-uses to report 
abuse on the site. We 
are also satisfied from 
our examination of the 
User Operations area 
that FB-I is committed 
to ensuring it meets its 
obligations in this 
respect. 

  

Compliance 
Management/ 
Governance 

We found that the 
compliance 
requirements for the 
conduct of direct 
marketing by electronic 
communications means 
had not been fully 
understood by certain 
FB-I staff members 
engaged in marketing.  
We recommend that 
documented 
procedures be 

FB-I has  
implemented these 
recommendations 
and supplied the 
relevant 
documentation 
produced and training 
given to this Office. 

Complete 
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developed to ensure 
that data protection 
considerations  are 
taken fully into account 
when direct marketing 
is undertaken either by 
or on behalf of FB-I and 
that appropriate 
training be given to 
staff and contractors. 

 This Office requires 
that Irish data 
protection law and by 
extension European 
data protection laws be 
fully addressed when 
FB-I rolls-out a new 
product to its users.  
We recommend 
therefore that FB-I take 
additional measures in 
the first half of 2012 to 
put in place a more 
comprehensive 
mechanism, resourced 
as appropriate, for 
ensuring that the 
introduction of new 
products or uses of 
user data take full 
account of Irish data 
protection law.   
 

FB-I already fully 
considers and 
analyzes applicable 
laws, including Irish 
and EU laws, prior to 
product rollouts, but 
will implement this 
recommendation and 
consult with this 
Office during the 
process of improving 
and enhancing its 
existing mechanisms 
for ensuring that the 
introduction of new 
products or new uses 
of user data take full 
account of Irish data 
protection law.  
 

We will fully assess 
the improvements 
made in this regard 
in July 2012 and will 
expect that by that 
time FB-I will have 
in place the 
procedures, 
practices and the 
capacity to 
comprehensively 
meet its obligations 
in this area. 
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/ƘŀǇǘŜǊ м ς LƴǘǊƻŘǳŎǘƛƻƴ 
Social Networking is a phenomenon by any standards.  It is now taken for granted as a means of 
communication, expression and interaction by nearly 800 million people.  Yet it only commenced 
in a real way as recently as 2004.  In many respects it is therefore not surprising that social 
network providers, regulators and most importantly individuals have encountered difficulty in 
ensuring that privacy is fully addressed by social networks.  Equally, it is accepted by all that close 
attention must be paid to social networks, and, in this case FB-I, because of the opportunity for so 
much sharing of content and information including by minors and the possibility that users will not 
fully understand how to control the visibility and transfer of such content and information. 
 
While the EU Data Protection Directive3 and the Irish Data Protection Acts4 which transposed the 
Directive in Ireland could not have reasonably foreseen the development of such technology, the 
technology neutral nature of the provisions do provide a sound basis on which to assess social 
networking and specifically in this context FB-IΩǎ ŎƻƳǇƭƛŀƴŎŜ ǿƛǘƘ ǘƘŜ ƭŀǿ ƛƴ ǘƘƛǎ ŀǊŜŀΦ 
 
An important point to make at the outset is that the Office of the Data Protection Commissioner is 
satisfied that it has jurisdiction over the personal data processing activities of FB-I based on it 
being established in Ireland.  Helpfully this position is fully accepted by FB-I which maintains the 
position that it wishes to comply with Irish data protection law and by extension European data 
protection law based on its establishment in Ireland.  The position of the Data Protection 
Commissioner should not however be interpreted as asserting sole jurisdiction over the activities 
of Facebook in the EU.   
 
Facebook established its European headquarters in Dublin in 2008.  The role and position of FB-I in 
relation to users outside of the USA and Canada was significantly enhanced in September 2010 
ǿƘŜƴ CŀŎŜōƻƻƪΩǎ {ǘŀǘŜƳŜƴǘ ƻŦ wƛƎƘǘǎ ŀƴŘ wŜǎǇƻƴǎƛōƛƭƛǘƛŜǎ5 was amended to designate the 
contractual relationship for such users to be with FB-I and not Facebook Inc.  Since 2008 the Office 
of the Data Protection Commissioner has maintained regular and ongoing contact with FB-I.  
Contacts have ranged from being briefed by FB-I in advance of certain product developments and 
launches, to being notified of selected changes to policies or terms and conditions which could 
potentially have privacy implications for Facebook users.  In September 2010 in recognition of the 
necessity to raise awareness in relation to the requirements of EU Data Protection law, the 
Commissioner visited Facebook Inc HQ in Palo Alto, California and met with the company CEO and 
other senior executives with roles and responsibilities which could be influential in this area.  Also, 
as is the norm for all organisations based in Ireland who seek guidance from the Office, FB-I was 
provided with advice and guidance by the Office on matters that might give rise to compliance 
issues under Irish and EU data protection law. In addition, the Office of the Data Protection 
Commissioner corresponded with FB-I in relation to any formal complaints received from users 
based outside the USA and Canada. We also noted following the change in the Statement of Rights 
and Responsibilities that citizens and data protection authorities of a number of EEA member 
states have brought Facebook related issues to our attention for resolution with FB-I.  
 

                                                      
3
 Link to text of 95/46/EC 

4
 Link to Law Reform Commission consolidation 

5
 Link to Statement of Rights and Responsibilities 

http://www.dataprotection.ie/viewdoc.asp?docid=89
http://www.lawreform.ie/_fileupload/Restatement/First%20Programme%20of%20Restatement/EN_ACT_1988_0025.PDF
http://www.facebook.com/note.php?note_id=183538190300
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As a natural progression to these frequent contacts and given the increased importance of FB-I 
within the Facebook group of companies, the Office of the Data Protection Commissioner 
indicated to FB-I at the beginning of 2011 its intention to carry out a general audit of its data 
protection practices, under the powers conferred by Section 10 (1A) of the Data Protection Acts.   
 
In August 2011, an Austrian-based advocacy group - Ψ9ǳǊƻǇŜ ǾŜǊǎǳǎ CŀŎŜōƻƻƪΩ - submitted 16 
detailed complaints to the Office in relation to various aspects of FB-LΩǎ ǇǊƛǾŀŎȅ ǇƻƭƛŎȅ ŀƴŘ 
ǇǊŀŎǘƛŎŜǎΦ Lƴ {ŜǇǘŜƳōŜǊ нлммΣ Ψ9ǳǊƻǇŜ ǾŜǊǎǳǎ CŀŎŜōƻƻƪΩ ǎǳōƳƛǘǘŜŘ ŀƴ ŀŘŘƛǘƛƻƴŀƭ с ŎƻƳǇƭŀƛƴǘǎΦ  
There is a brief overview summary of the complaints in Appendix 2. As the investigation of these 
complaints would likely have involved addressing many of the issues that would arise in the audit, 
the Office decided to run the two processes in parallel, i.e. conduct the audit and the initial 
assessment of the complaints within the same timeframe.  We also received three complaints 
from the Norwegian Consumer Council6 which dealt with third party applications, the Facebook 
privacy policy and a question of jurisdiction. A summary of these complaints is also attached at 
Appendix 2.  The complaints which were well researched provided a specific evidence based focus 
to the audit in a number of areas. 
 
As referenced in the subject matter piece on access in the report, the complaint submitted by 
ά9ǳǊƻǇŜ ǾΦ CŀŎŜōƻƻƪέ ƛƴ relation to access generated significant interest which resulted in FB-I 
receiving in excess of 40,000 subject access requests within a matter of weeks. This in turn led to 
this Office receiving approx. 600 access request complaints. 
 
In accordance with normal practice, the complaints received from Europe-v-Facebook and the 
Norwegian Consumer Council were referred to FB-I with a request that all complaints be 
responded to prior to the commencement of the audit. FB-I complied with this request, 
comprehensively responding to the initial complaints and the additional complaints within the 
timelines set on each occasion. 
 
!ǎ ƻǳǘƭƛƴŜŘ ƛƴ ƛǘǎ Ψ5ŀǘŀ tǊƻǘŜŎǘƛƻƴ !ǳŘƛǘ wŜǎƻǳǊŎŜΩ7 it is the practice of the Office of the Data 
Protection Commissioner to treat audit reports as confidential documents. They are therefore not 
published, though the audited organisation is free to do so.  Exceptionally on this occasion in 
advance of the audit, FB-I and the Office agreed that the final report would be published in full at 
the conclusion of the process.   
 
In the conduct of this audit we also sought, in so far as is possible, to take account of 
investigations carried out by other privacy regulators in Canada, the Nordic Countries and 
Germany who had also recently examined aspects of Facebook's privacy and data protection 
practices. The report also takes into account the Article 29 Working Party Opinion 5/2009 on 
Online Social Networking8 with the recommendations made drawing upon the valuable work in 
that Opinion.  Finally, the Technology Sub-Group of the Article 29 Working Party produced a 
compendium of issues of concern to members which greatly assisted the conduct of the audit. 
 
The Office would like to thank the UCD Centre for Cybersecurity & Cybercrime Investigation part 
of the UCD School of Computer Science and Informatics which following a request from this Office 

                                                      
6
 Link to complaint of Norwegian Consumer Council 

7
 http://www.dataprotection.ie/documents/enforcement/AuditResource.pdf 

8
 http://ec.europa.eu/justice/policies/privacy/docs/wpdocs/2009/wp163_en.pdf 

http://www.europe-v-facebook.org/
https://forbrukerportalen.no/filearchive/ncc_complaint_facebook_zynga_1_.pdf
http://www.dataprotection.ie/documents/enforcement/AuditResource.pdf
http://ec.europa.eu/justice/policies/privacy/docs/wpdocs/2009/wp163_en.pdf
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provided, on a pro bono ōŀǎƛǎΣ ŀƴ ŜȄǇŜǊƛŜƴŎŜŘ ǎǘŀŦŦ ƳŜƳōŜǊΣ aǊΦ 5ŀǾŜ hΩwŜƛƭƭȅ ǘƻ ŀǎǎƛǎǘ ƛƴ ǘƘŜ 
ŎƻƴŘǳŎǘ ƻŦ ǘƘƛǎ ŀǳŘƛǘ ŦǊƻƳ ŀ ǘŜŎƘƴƛŎŀƭ ǇŜǊǎǇŜŎǘƛǾŜΦ  aǊΦ hΩwŜƛƭƭȅΩǎ input and assistance was of 
enormous benefit throughout the conduct of the on-site element of the audit and the subsequent 
detailed analysis of the information received and sought from FB-L ŘǳǊƛƴƎ ǘƘŜ ŀǳŘƛǘΦ aǊΦ hΩwŜƛƭƭȅΩǎ 
Technical Report and Analysis can be found at Appendix 1 of this report. 
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/ƘŀǇǘŜǊ н - !ǳŘƛǘ 
2.1 Introduction 
The on-site element of the audit took place over six days 25-26 October, 16-18 November and 14 
December 2011.  The stated purpose of the audit was to examine FB-IΩǎ ŎƻƳǇƭƛŀƴŎŜ ǿƛǘƘ the 
principles set out in the Data Protection Acts and in the EU Data Protection Directive a data 
controller established within this jurisdiction.  An issue which has arisen in the complaints, which 
are assessed throughout this report, is the extent of the data protection responsibility which FB-I 
has as a social network provider for the content posted by individual members.  Under Irish law 
where an individual uses Facebook for purely social and personal purposes to interact with friends 
etc they are considered to be doing so in a private capacity with no consequent individual data 
controller responsibility.  This so-called domestic exemption means for instance that there are no 
fair processing obligations that arise for an individual user when posting information about other 
individuals on their Facebook page.  The Article 29 Working Party Opinion 5/2009 on online social 
networking also recognised this distinction. The Opinion also specifies circumstances whereby the 
activities of a user of a Social Network Service (SNS) ŀǊŜ ƴƻǘ ŎƻǾŜǊŜŘ ōȅ ǘƘŜ ΨƘƻǳǎŜƘƻƭŘ 
ŜȄŜƳǇǘƛƻƴΩΦ LŦ ŀƴ {b{ ǳǎŜǊ ŀŎǘǎ ƻƴ ōŜƘŀƭŦ ƻŦ ŀ ŎƻƳǇŀƴȅ ƻǊ ŀǎǎƻŎƛŀǘƛƻƴΣ ƻǊ ǳǎŜǎ ǘƘŜ {b{ Ƴŀƛƴƭȅ ŀǎ ŀ 
platform to advance commercial, political or charitable goals, the exemption does not apply. 
 
It is clear in the light of the Opinion, that FB-I continues to have a number of separate 
responsibilities which are examined throughout this report. 
 
A broad outline of the focus for the audit was provided to FB-I in advance. In addition, it had been 
indicated that the audit would be conducted taking account of the eight principles of data 
protection, namely: 
 
ω Fair obtaining and processing of personal data 
ω Ensuring data is kept for one or more specified, explicit and lawful purposes 
ω Disclosure / further processing / transfer of data to a Third Country 
ω Ensuring the data processed is adequate, relevant and not excessive 
ω Ensuring the data processed is accurate, complete and up-to-date 
ω Data Retention: ensuring personal data is kept for no longer than necessary 
ω Safety & Security of Data 
ω Access to personal data upon request 
 
Full cooperation was received from FB-I during the audit.  All access sought to data and 
information was provided.  FB-I also provided full and ongoing access to all relevant staff in Dublin 
via the incoming Director of Operations in Dublin, Ms. Sonia Flynn who was present throughout 
the audit to assist in its conduct.  Additionally FB-I arranged for senior staff members with relevant 
experience from Facebook Inc to attend.  These included Joe Sullivan, Chief Security Officer; 
Arturo Bejar, Director, Engineering; Michael Podobnik, Manager, Information Security; Scott 
Renfro, Software Engineer, Security Engineering; and Travis Bright, Product Manager, Site Integrity 
and Support Engineering.   
 
2.2 Overview of Structure and Functions  
The initial two days of the audit focused on gathering a full understanding of the structure of 
Facebook and in particular FB-I and the data held in relation to users.  In addition to Ireland and 
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the USA, Facebook has international offices in Singapore and Hyderabad, as well as to local 
Facebook offices located across the globe. 
 
The focus on the structure of FB-I and the data it holds arises in part from the increased 
responsibility assigned to FB-I since September 2010 for all users outside of the USA and Canada. 
For our Office, the focus is on establishing that there is a substantive presence in Dublin which 
does have a responsibility for the user data of Facebook members. 
 
FB-I provided the Inspection Team with a copy of a ƳƻŘŜƭ ŎƻƴǘǊŀŎǘ ŜƴǘƛǘƭŜŘ άData Transfer and 
tǊƻŎŜǎǎƛƴƎ !ƎǊŜŜƳŜƴǘέ ōŜǘǿŜŜƴ FB-I Limited and Facebook Inc in which FB-I Limited was referred 
to as the data exporter and Facebook Inc the data importer.  The Team was also provided with a 
copy of a data hosting services agreement between FB-I Limited and Facebook Inc as the service 
provider.  Relevant sub-processing agreements with Facebook India & Facebook Singapore (these 
Offices perform essentially user operations functions in their regions) were also examined.  All the 
relevant contracts which were effective from September 2010 were considered to be in order.  
 
FB-I has some 400 staff working out of its Dublin office.  A detailed overview of the functions 
performed by FB-I is included at Appendix 3.  An overview of the role and functions of the 
Facebook Offices throughout Europe is attached at Appendix 4.  During the audit we sought and 
received copies of appropriate data processing contracts entered into by FB-I as data controller 
and Facebook UK, Sweden, Italy, Germany, France and the Netherlands. 
  
FB-I staff operate across the following teams: 
  
ω Developer Relations 
ω Site Reliability Operations 
ω User Operations 
ω Risk Operations 
ω Network Operations 
ω Database Operations 
ω Legal 
ω Law Enforcement Response 
ω Public Policy 
ω Payment Operations 
ω Platform Operations 
ω Online Sales Operations 
ω Inside Sales Operations 
ω Advertising Operations 
ω Marketing 
ω Finance 
ω Learning & Development 
ω Human Resources 
ω Staffing 
ω Real Estate & Facilities 
ω Physical Security 
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In line with normal practice for an audit, a number of areas were selected for a detailed 
examination.  The specific areas were not provided to FB-I in advance of the audit but were chosen 
on the days in question.  Certain of the detailed examinations conducted are outlined in the 
relevant subject matter areas and where there was no specific subject matter focus they are 
detailed individually below. 
 
2.3 Site Reliability, Network Operations and Database Operations  
All three of these areas are staffed by a common support team of Operations Engineers who 
ǇǊƻǾƛŘŜ ŦǊƻƴǘ ƭƛƴŜ ƳŀƴŀƎŜƳŜƴǘ ŀƴŘ ƳƻƴƛǘƻǊ CŀŎŜōƻƻƪΩǎ Ŏore server network and database system 
infrastructure. Systems are monitored by the FB-I Operations Engineers who cover two roster 
shifts with a mirror team of counterparts in Palo Alto covering the other two roster shifts, with a 
one hour overlap between teams allocated to each shift swap-over.  Data is accessed on remote 
servers via an encrypted channel.  All of these servers are currently situated in data centres in the 
United States.  Recently plans were announced to build a new data centre in Sweden. 
 
2.4 User Operations 
FB-I described User Operations as being one of the largest teams in Dublin. The stated goal of this 
multi-lingual team is to promote a safe environment for users by enforcing CŀŎŜōƻƻƪΩǎ Data Use 
Policy and Statement of Rights and Responsibilities. The User Operations Division responds to 
alleged breaches of terms of service, as well as user feedback and suggestions about the product. 
Such breaches could include intellectual property breaches, hacked accounts, inappropriate 
content, fake profiles, private impersonation of individuals and cyber-bullying. 
 
A physical inspection was undertaken of several work stations in User Operations to assess the 
nature of the tasks being performed and view the level of personal data being processed.  The 
User Operations Team used  two integrated tools ς Content Review Tool (CRT) and Ticket 
Processing System (TPS) ς that are used to review content which could be infringing Facebook 
Terms of Use, assess all reports received and to correspond with the individuals who had reported 
the issues.   
 
The Intellectual Property Team deals with about 60 trademark and defamation claims per day. We 
examined the TPS.  It was noted that the Irish Team handled all queries and complaints from 
Ireland and the UK as well as any complaints received in German, Spanish, Italian, French, Dutch or 
Turkish.  For all other languages, FB-I indicated that the correspondence would be translated in 
Dublin by a native speaker, then reviewed by experienced Intellectual Property reps from Palo Alto 
and Austin, TX. The Palo Alto and Austin IP reps, working in tandem with the User Operations 
Dublin language reps, take action on the claim until successful resolution.  
 
The Inspection Team viewed a copyright complaint from a user in Germany where one user 
alleged that a photograph of himself which he indicated was his intellectual property was being 
used without his permission by another user. In a case like this, following an examination of the 
report, the Team member may decide to simply remove the photograph so that the user may no 
longer use/publish the photograph. 
 
The Team then visited another area in User Operations where fake profiles, private 
impersonations and complaints alleging cyber-bullying are investigated by FB-I.  Several thousand 
reports are received each day from users. Cyber-bullying reports are dealt with within 48 hours.  If 
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any reports are received with reference to potential suicide, these reports are prioritised 
immediately. FB-I also stated that it uses a proactive monitoring tool which seeks to identify issues 
around child abuse.  The Team noted the large amount of data on each screen regarding the 
individual being investigated, including the amount of friends they had amassed over time and 
how many of these friends had sent friend invites in comparison to invites issued by the individual. 
Many of the fields were presented in percentages and visually depicted using graphics similar to 
pie charts.  The data protection issues arising are dealt with in the subject matter pieces on the 
right of access to personal data and retention. 
 
The Inspection Team also visited the team dealing with fake accounts. Complaints or reports may 
take the form of one user reporting that another user of a Facebook account is false or not a real 
person. An email may be sent to the alleged fake user asking them to provide some proof of 
identity.  It was outlined that some reports are not genuine ς it may be a case of one person 
simply disliking another and making a complaint. However, it was indicated that if FB-I collected 
the proof that the account was fake, the account would be removed, although FB-I offers the 
removed account holder an opportunity to appeal. 
 
We also examined a number of privacy related queries.  One was from a French user who sought 
ǘƘŜ ǊŜƳƻǾŀƭ ƻŦ ƘŜǊ ŘŜŎŜŀǎŜŘ ŦŀǘƘŜǊΩǎ ŀŎŎƻǳƴǘΦ  {ƘŜ ǎƻǳƎƘǘ Ŧǳƭƭ ǊŜƳƻǾŀƭ ŀǎ ƻǇǇƻǎŜŘ ǘƻ 
memorialising (which is a status that FB-I will place an account if it is verifiably notified that an 
account holder has passed away).  This request was acted upon once the requester was in a 
position to supply verification of the death of her father.  However, FB-I did confirm in line with its 
standard policy that it could not provide any information on the account itself. 
 
Another case related to a French user who as the Mother of a 14 year old in France sought the 
ŘŜƭŜǘƛƻƴ ƻŦ ƘŜǊ ŘŀǳƎƘǘŜǊΩǎ ŀŎŎƻǳƴǘ ŀǎ ǎƘŜ ǿŀǎ ǳƴƘŀǇǇȅ ǿƛǘƘ ǘƘŜ ǳǎŜ ƘŜǊ ŘŀǳƎƘǘŜǊ ǿŀǎ ƳŀƪƛƴƎ ƻŦ 
the account.  It was explained to the mother that FB-I could not delete the account on her request 
and she was provided with extensive information on how to engage with her daughter in relation 
to her concerns. 
 
Also examined was a complaint from a female user in Germany in relation to a fake account 
allegedly posted by a former boyfriend.  The account in question was already removed by the time 
the complaint was received.    The complainant sought IP address and other contact details for the 
poster of the fake profile but again FB-I pointed out that such information could only be provided 
by legitimate legal means such as a court order or via a relevant law enforcement authority relying 
upon a relevant legal basis.  We noted from an examination of the various complaints that where 
supporting documentation was sought to verify identity that it was immediately deleted as part of 
the workflow once identity was proven. 
 
2.5 Legal Division/Compliance 
FB-LΩǎ [ŜƎŀƭ 5ƛǾƛǎƛƻƴ at present deals mainly with compliance and contracts, working with 
CŀŎŜōƻƻƪΩǎ Ǝƭƻōŀƭ ŜƴƎƛƴŜŜǊƛƴƎ ŀƴŘ ƭŜƎŀƭ ǎǘŀŦŦ ŀƴŘ ƻǳǘǎƛŘŜ ŎƻǳƴǎŜƭ ǘƻ ŜƴǎǳǊŜ ǘƘŀǘ ŀƭƭ CŀŎŜōƻƻƪ 
products and policies are developed in accordance with applicable European and Irish regulations, 
including data protection laws.  
 
An examination was conducted of the input of FB-I to product development and risk assessment.  
This is now an issue which FB Inc is required under the terms of the settlement reached with the 
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FTC to devote particular attention and resources.  While the settlement reached is with FB Inc it 
applies under its terms to FB-I also.  As outlined later in this report it is the position of this Office 
that FB-I ensure it is adequately resourced to be in a position to meet its data protection 
responsibilities.   
  
2.6 Public Policy Division 
The Public Policy Division works with legislators and regulators to explain Facebook policies and to 
resolve complaints. The Division also handles media queries in relation to new Facebook 
developments and data subject access requests. It is currently developing a pan-European team 
drawn from locally based Facebook offices across Europe in order to give feedback on policy issues 
to FB-I.  These employees based in local offices do not have access to Facebook member data. 
 
2.7 Sales Operations 
Online Sales Operations handle the management of advertising accounts which are mainly created 
through the self-serve advertising tool available on the Facebook website.  A number of issues 
which arose during discussions with these Teams are dealt with in the subject matter areas on 
advertising and retention.   
 
Inside Sales Operations also handle the management of advertising accounts with associated 
interaction with local offices (Facebook France, Facebook Germany, etc) and is responsible for 
bringing new business to Facebook through generating new sales leads.  The data protection 
compliance of the process in place at the time of the audit is separately assessed in this report. 
 
2.8 Real Estate 
This Division manages the Europe and Middle Eastern (EMEA) region real estate portfolio 
providing support for the various offices located throughout the region. 
 
2.9 Physical Security 
This Division provides physical security support to all teams and offices in the EMEA region 
including access controls and security procedures and policies. 
 
2.10 Finance 
The Finance Division has a staff of 16 and manages the majority of business needs for all Facebook 
offices outside North America.  
 
Activities include order to cash functions; assessing customer credit worthiness, reviewing FB-I Ad 
Insertion Orders for revenue compliance, all billing, vendor management, monthly financial 
reporting, compliance and payroll.  
 
Lǘ ǿŀǎ ƴƻǘŜŘ ǘƘŀǘ ŀƴƻǘƘŜǊ ƻŦ CƛƴŀƴŎŜ 5ƛǾƛǎƛƻƴΩǎ ƭƛǎǘŜŘ ŦǳƴŎǘƛƻƴǎ ƛǎ ǘƻ άǇŀǊtner with ad sales and 
user centric teams on strategy, prioritization, system enhancements, performance reporting, sales 
ŎƻƳǇŜƴǎŀǘƛƻƴ ǇǊƻƎǊŀƳǎ ŀƴŘ ǊŜǎƻǳǊŎŜ ǇƭŀƴƴƛƴƎέΦ 
 
It was confirmed that the Division has access to certain classes of member data for forward 
planning purposes.  This access was examined in further detail during the audit and was found to 
be controlled and proportionate. 
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2.11 Human Resources/ Learning & Development 
The Human Resources Division manages all staff in the EMEA Region. Payroll is managed from 
Dublin with some local service providers contracted as data processors to issue FB-I payslips.  The 
precise relationship between FB-I and the local offices throughout the EU was examined.  It was 
clarified that each local Office acts as the employer of the employees based there and therefore 
acts as a data controller at least in relation to employee data.  
 
Staff orientation for all staff in the EMEA Region is undertaken in FB-I.  This Division also provides 
learning and development training/opportunities to all staff in the EMEA region. 
 
All new recruits receive training on confidentiality and security as part of their orientation as well 
as signing an employee confidentiality agreement. The Team was provided with a copy of the 
slides on confidentiality and privacy as presented to new recruits. In addition, as part of employee 
ongoing learning and development, employees must complete an online training module on 
confidentiality and privacy every year. FB-I stated that all employees must complete this annual 
induction within a month of it being issued and that the material itself is under constant review 
and amended in light of any changes to policy or where it is appropriate to refresh content. 
 
FB-I provided the Team with a number of documents relating to staff training and confidentiality: 
 

¶ Confidentiality, Respect and Ethics at Facebook 

¶ Safety Training for Users Operation Team 

¶ Complete confidentiality training 

¶ FB-I employment agreement 

¶ FB-I Potential Employee Non-disclosure Agreement 

¶ Facebook Temporary Worker Orientation 
 
The Office of the Data Protection Commissioner carried out a review of the documents which 
provide detailed information to staff on subjects such as how to deal with requests for user data, 
suicide and pornography reports, prƛǾŀŎȅ ǎŜǘǘƛƴƎǎΣ ŎƻƴŦƛŘŜƴǘƛŀƭƛǘȅ ƻŦ ǳǎŜǊ ŘŀǘŀΣ CŀŎŜōƻƻƪΩǎ tǊƛǾŀŎȅ 
policy, system access controls and data security. Temporary staff receive security training as part 
of their work orientation which cover email and laptop security and security of confidential 
documents.  
 
The Inspection Team discussed the content of the documentation with FB-I in detail. Where 
appropriate in the course of these discussions, the Team made recommendations as to content, 
which FB-I accepted. Prior to the completion of the audit, FB-I informed the Office that these 
recommendations have already been implemented and provided an updated copy of the relevant 
training documentation. 
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/ƘŀǇǘŜǊ о ς {ǳōƧŜŎǘ aŀǘǘŜǊ !ǊŜŀǎ 9ȄŀƳƛƴŜŘ 5ǳǊƛƴƎ ǘƘŜ !ǳŘƛǘ  

 

3. 1 Privacy Policy / Data Use Policy 

 
3.1.1 Introduction 
The ability of individuals to provide a meaningful consent to organisations for the use of their 
personal data is the subject of continuous debate and discussion.  It was also recently addressed 
by the Article 29 Working Party in Opinion 15/2011 on the Definition of Consent9.  This has 
outlined all the factors necessary to make consent valid.  Of course it has also indicated that 
consent is not the only basis for the legitimisation of processing of personal data. 
 
Obtaining - or assessing - meaningful consent is particularly challenging in the online environment.  
In the online environment, a user is often seeking to access a service as quickly as possible, and 
the presentation of lengthy privacy policies or terms and conditions which must be agreed to 
before proceeding may not create an effective means of capturing consent.  This is even more 
difficult in situations where consent is collected via a tiny screen on a mobile device.  
 
In the case of a social network, a user provides consent upon registering to the service.  While the 
challenges outlined above are present, there is nevertheless an opportunity for a person to read 
the information provided prior to providing his or her personal data.  Facebook, via its two page 
sign-up page outlined below, collects basic information and states to the user that by clicking sign 
up they are indicating they have read and agree to the Privacy Policy and the terms of use which is 
more commonly known as the Statement of Rights and Responsibilities. 
 
The issues around the capture of meaningful consent in this space are even further amplified 
when the consent is required from a minor.  It can be assumed going forward that in more mature 
markets, at least, a large proportion of new users to Facebook will be minors joining a social 
network service for the first time.  While Facebook does have additional protections for the data 
of minors which are outlined in Appendix 6 and an educational security centre for minors 
accessible at https://www.facebook.com/safety/groups/teens/, there is no distinction in the sign-
up process as outlined below. 
 
 
 
 
 
 
 
 
 
 
 

                                                      
9
 http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-

recommendation/files/2011/wp187_en.pdf 

https://www.facebook.com/safety/groups/teens/
http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-recommendation/files/2011/wp187_en.pdf
http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-recommendation/files/2011/wp187_en.pdf
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3.1.2 Registering for an Account 
 

 
  
 
After registering, a new user is presented with a screen that encourages them to provide their 
contacts list to find friends on Facebook.  This can be skipped.  The new user is then presented 
with a screen (as below) to provide additional profile information.  At present this could be termed 
as reasonably basic information and it is obviously of importance that this screen is not extended 
to seek additional information at this point before a new user has any opportunity to comprehend 
the use that will be made of such information.  The screen can be skipped but it can be expected 
that most users when presented with fields of information to complete will do so.  
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Once this screen is complete a new user is encouraged to upload a profile picture.  It can also be 
skipped if desired.  It will be notable that no specific information is included on this screen as to 
the use of the profile picture. 
 

 
 
 
Thus by the above process a person becomes a Facebook member.  Of course, at the point of sign-
up a person could not reasonably be expected to fully understand or comprehend what it means 
in practice to have consented to the use of their data in this way. 
 
It is notable that when the sign-up process is complete, the user is at no point encouraged to 
access their privacy settings and therefore the default settings apply.  The default settings are 
outlined in the following screens.  An issue which needs to be addressed in this area however is 
that there is a distinction to be drawn between the settings which are essentially about the user 
exercising control over how their information is presented and available to others that use 
Facebook and the settings which determine how Facebook can use that information.  While the 
Data Use Policy addresses the use made of the data by friends and that made by apps for 
commercial purposes separately, the lines between both might not be easily understood by users. 
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3.1.3 Settings 
The default setting for status updates and posts which do not have an inline privacy control are 
public.  FB-I has stated its view that the content that does not have an inline privacy setting is 
limited. 
 

 
 

 
The default settings for connections are also at the maximum for availability with the exception of 
ǿƘƻ Ŏŀƴ Ǉƻǎǘ ƻƴ ŀ ǳǎŜǊΩǎ ǿŀƭƭΣ ǿƘƛŎƘ ƛǎ ǎŜǘ ŀǘ ŦǊƛŜƴŘǎ ƻƴƭȅΦ 
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The default Tags review settings could be considered even more open and if maintained by a user, 
afford the user almost no control over such tags as they relate to them.  FB-LΩǎ ǾƛŜǿ ƛǎ ǘƘŀǘ ǳǎŜǊǎ 
have control over their tags even if the default setting is not changed by being able to un-tag 
themselves and opt to pre-approve tags before they appear on their profiles.  
 

 
 
Third Party Apps are dealt with separately in this Report.  It is notable however that the default 
settings when apps are turned on is that a friend can allow an app that they sign up to access by 
default almost all relevant information about a user.  In the Third Party Apps section we have 
outlined a concern about the accessibility and functionality of the tools available to users to 
prevent apps loaded by friends from accessing their information.  
 

 
 
 
A feature introduced by Facebook some time ago is what is known as instant personalisation.  This 
is a feature that provides what is termed basic user information to certain websites that Facebook 
has entered into a partnership with when a logged-in user visits such sites.  The list of such sites is 
outlined below.  Again it will be noted that the enabling of instant personalisation is turned on by 
default.  FB-I indicated, however, that this service has numerous data protection features built into 
it and that this feature is in limited use. 
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The public search of basic profile information including photo if uploaded is also enabled by 
default. 
 

 
 
It is therefore not surprising that the issue of consent as conveyed by the Privacy Policy and the 
Statement of Rights and Responsibilities were the subject of complaints received and which were 
therefore assessed in the audit. 
 
3.1.5 Complaints Received 
Norwegian Consumer Council 
The complaint highlights a number of changes made by Facebook to privacy settings functionality. 
In one instance in December 2009, the Council considers that the new privacy settings 
ǊŜŎƻƳƳŜƴŘŜŘ ōȅ CŀŎŜōƻƻƪ ǿƻǳƭŘ ŀƭƭƻǿ ŎŜǊǘŀƛƴ ƛƴŦƻǊƳŀǘƛƻƴΣ ŦƻǊ ŜȄŀƳǇƭŜ ΨǇƻǎǘǎ ōȅ ƳŜΩ ŀƴŘ 
ΨǊŜƭƛƎƛƻǳǎ ǾƛŜǿǎΩ ǘƻ ōŜ ŀǾŀƛƭŀōƭŜ ǘƻ ŀ ǿƛŘŜǊ ǳǎŜǊ ŀǳŘƛŜƴŎŜ ŀƴŘ ǘƘŀǘ άƳŜƳōŜǊǎ ǿŜǊŜ ǳǊƎŜŘ ǘƻ ŀŎŎŜǇǘ 
ǘƘŜ ƴŜǿ ǇǊƛǾŀŎȅ ǎŜǘǘƛƴƎǎέΦ  CŀŎŜōƻƻƪΩǎ нллф ǇǊƛǾŀŎȅ ŎƘŀƴƎŜǎΣ ƛƴŎƭǳŘƛƴƎ ǘƘŜ ǿŀȅ ƛƴ ǿƘƛŎƘ CŀŎŜōƻƻƪ 
communicated the new settings to users, were a substantial focus of the recent FTC complaint and 
settlement with Facebook. 
 
The Council also takes issue with another change, stating that, formerly, it was possible for a user 
to block all third party applications with a simple click, but now they had to be removed 
individually.  FB-I noted that the single-click opt out was returned a year ago. 
 
In Complaint 8 ς Consent and Privacy Policy, Europe-v-Facebook contended that Facebook bases 
the processing of all personal data on the consent of the user to its Privacy Policy. The complaint 
set out two broad issues to be addressed in relation to the Privacy Policy, the first in relation to 

http://europe-v-facebook.org/Complaint_08_ConsentPrivacyPolicy.pdf


 

 

36 

the access to and content of the policy and the second in relation to consent.  On accessibility the 
ŎƻƳǇƭŀƛƴŀƴǘ ŎƻƴǘŜƴŘŜŘ ǘƘŀǘ CŀŎŜōƻƻƪΩǎ tǊƛǾŀŎȅ tƻƭƛŎȅ ƛǎ ƴƻǘ Ŝŀǎƛƭȅ ŀŎŎŜǎǎƛōƭŜ ς ǘƘŜ ƭƛƴƪ ΨǇǊƛǾŀŎȅΩ 
ǇǊƻǾƛŘŜŘ ŀǘ ǘƘŜ ōƻǘǘƻƳ ƻŦ ǘƘŜ ǳǎŜǊΩǎ CŀŎŜōƻƻƪ ǇŀƎŜ ƛǎ ƳŜǊŜƭȅ ŀ ƭƛƴƪ ǘƻ ŀ ǇǊƛǾŀŎȅ ƎǳƛŘŜΣ ŎƻƴǘŀƛƴƛƴƎ 
limited information. There is a link within this document to the actual Privacy Policy. 
 
FB-I did not share the complainants view in relation to the accessibility of the Data Use Policy since 
the Data Use Policy is accessible from virtually ŜǾŜǊȅ ǇŀƎŜ ƻŦ CŀŎŜōƻƻƪΣ ŜȄŎŜǇǘ ŦƻǊ ǘƘŜ ǳǎŜǊΩǎ ǇǊƻŦƛƭŜ 
page. Moreover, its visibility will be soon increased. A link will be added on the left-hand side of the 
newsfeed page for every user. FB-I also considered that it has gone to great lengths to ensure that 
it is available and easy to understand by users. The new Data Use Policy launched in September 
2011 provides a clear view of the type of data collected, the privacy settings that users are 
encouraged to use to control their data, the information that is shared with other websites and 
applications, how the data is used in the context of the advertising services and also included a 
specific section about minors. The Data Use Policy is constantly amended to ensure that it captures 
FB-LΩǎ practices and provides users with the most accurate, precise and clear information.  
 
Role of FB-I and the User: the complainant stated that the user is not provided with any clear 
information on who is the data controller (Facebook Ireland or Facebook Inc.) and that, if the 
identity of the data controller is unclear to the data subject, then the data subject cannot be 
considered to have provided his consent to the processing of his data. 
 
FB-I stated that there is no confusion in relation to the identity of the data controller, stating that 
any non-US or Canadian user can see the following information:  
 

The website under www.facebook.com and the services on these pages are being offered to 
you by: Facebook Ireland Limited, Hanover Reach, 5-7 Hanover Quay, Dublin 2 Ireland 
 
However, FB-I is willing to provide clearer information to its users. Therefore, it has decided 
to add in the Data Use Policy the contact details of FB-I and a clarification about where FB-I 
is the data controller. 
 

 
Extent of Privacy Information: the complainant was dissatisfied that, in order to get a grasp of 
CŀŎŜōƻƻƪΩǎ ǇǊƛǾŀŎȅ ǇƻƭƛŎƛŜǎΣ ŀ ǳǎŜǊ Ƴǳǎǘ ŘŜŀƭ ǿƛǘƘ ƳǳƭǘƛǇƭŜ ŘƻŎǳƳŜƴǘǎ ŀƴŘ ƭƛƴƪǎΣ ǿƛǘƘ Ƴŀƴȅ 
specific provisions difficult to locate. 
 
FB-I indicated that it updated its Data Use Policy in September 2011 to make it more user friendly.   
 
Contradictions: the complainant highlighted contradictions he has identified within the Privacy 
Policy. He states that the contradictions identified run to 6 pages and has provided some sample 
issues in the complaint in relation to the deletion of data, for example, άLŦ ȅƻǳ ŀǊŜ ǳƴŎƻƳŦƻǊǘŀōƭŜ 
ǿƛǘƘ ǎƘŀǊƛƴƎ ȅƻǳǊ ǇǊƻŦƛƭŜ ǇƛŎǘǳǊŜΣ ȅƻǳ ǎƘƻǳƭŘ ŘŜƭŜǘŜ ƛǘΦέ While elsewhere in the policy he points to 
the fact that ά9ǾŜƴ ŀŦǘŜǊ ȅƻǳ ǊŜƳƻǾŜ ƛƴŦƻǊƳŀǘƛƻƴ ŦǊƻƳ ȅƻǳǊ ǇǊƻŦƛƭŜ ƻǊ ŘŜƭŜǘŜ ȅƻǳǊ ŀŎŎƻǳƴǘΣ ŎƻǇƛŜǎ 
ƻŦ ǘƘŀǘ ƛƴŦƻǊƳŀǘƛƻƴ Ƴŀȅ ǊŜƳŀƛƴ ǾƛŜǿŀōƭŜ ŜƭǎŜǿƘŜǊŜΧέ 
 
FB-I disagreed with the complainant that the Data Use Policy contains contradictions.  In the 
above-noted example, in particular, FB-I discloses to users that information shared on Facebook 

https://www.facebook.com/about/privacy/your-info-on-other
https://www.facebook.com/about/privacy/your-info-on-other
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can be re-shared, and, in the second quoted part of the policy, stǊŜǎǎŜǎ ǘƘŀǘ ƻƴŜΩǎ ǇǊƻŦƛƭŜ ǇƘƻǘƻ 
may be shared so if the user feels uncomfortable with that, he or she should delete it.  
 
Vague Provisions: the complainant highlighted a number of provisions in the Privacy Policy which 
he considers to be vague and general in nature, for example, άWe use the information we collect 
ǘƻ ǘǊȅ ǘƻ ǇǊƻǾƛŘŜ ŀ ǎŀŦŜΣ ŜŦŦƛŎƛŜƴǘΣ ŀƴŘ ŎǳǎǘƻƳƛȊŜŘ ŜȄǇŜǊƛŜƴŎŜΦέ 
 
FB-I disagreed that provisions in the Data Use Policy are vague and general.  General statements in 
the Policy are followed by more specific statements, along with explanation and/or examples. 
  
Unambiguous Consent: the complainant highlighted a number of issues with the process of 
consenting to the Privacy Policy including the use of small text and lack of a check box to be ticked. 
 
FB-I provided a number of legal arguments in support of its view that Facebook is not required to 
provide a specific opt-in and stated that users, through their continued use of Facebook services, 
άŎƻƴǘƛƴǳŀƭƭȅ ƳŀƴƛŦŜǎǘ ŀƴ ǳƴŀƳōƛƎǳƻǳǎ ŘŜǎƛǊŜ ǘƘŀǘ ǘƘŜƛǊ ǇŜǊǎƻƴŀƭ Řŀǘŀ ōŜ ǇǊƻŎŜǎǎŜŘΦέ ¢Ƙŀǘ ǎŀƛŘΣ 
users are clearly informed in the Data Use Policy that Facebook may obtain personal information 
as a result of all interactions they have on Facebook. In addition, users are fully informed of the 
purposes of the data processing, including the customisation of the services offered and the 
ǇǊƻǘŜŎǘƛƻƴ ƻŦ ƻǘƘŜǊ ǳǎŜǊǎΥ ά²Ŝ Ƴŀȅ ǳǎŜ ǘƘŜ ƛƴŦƻǊƳŀǘƛƻƴ ǿŜ ǊŜŎŜƛǾŜ ŀōƻǳǘ ȅƻǳ ƛƴ ŎƻƴƴŜŎǘƛƻƴ ǿƛǘƘ 
ǘƘŜ ǎŜǊǾƛŎŜǎ ŀƴŘ ŦŜŀǘǳǊŜǎ ǿŜ ǇǊƻǾƛŘŜ ǘƻ ȅƻǳ ώŀƴŘϐ Χ ŀǎ ǇŀǊǘ ƻŦ ƻǳǊ ŜŦŦƻǊǘǎ ǘƻ ƪŜŜǇ CŀŎŜōƻƻƪ safe 
ŀƴŘ ǎŜŎǳǊŜΦέ  
 
Freely Given Consent: this aspect of the complaint is in relation to the lead position Facebook has 
in the social networking business at present and that there should be a high bar in terms of privacy 
terms and conditions given FacebookΩǎ Ǉƻǎƛǘƛƻƴ ƛƴ ǘƘŜ ƳŀǊƪŜǘǇƭŀŎŜΦ 
 
Specific Consent: the complainant contended that there is no specific consent being provided by 
users for the use of their personal data. 
 
FB-L ŘƛǎŀƎǊŜŜŘ ǿƛǘƘ ǘƘŜ ŎƻƳǇƭŀƛƴŀƴǘΩǎ ŀǎǎŜǊǘƛƻƴ ŀƴŘ ǇƻƛƴǘŜŘ ǘƻ ǘƘŜ ŦŀŎǘ ǘƘŀǘ ǎǇŜŎƛŦƛŎ ŎƻƴǎŜƴǘ ƛǎ 
provided by the user agreeing to the Data Use tƻƭƛŎȅ ŀƴŘ ǘƘǊƻǳƎƘ ǘƘŜ ǳǎŜǊΩǎ ƻƴ-going use of 
Facebook, including the opportunity to review and comment upon any revisions to the Policy (and 
possibly vote on them) prior to the Policy going into effect.  
 
Informed Consent: the complainant considered that the purpose for which personal data is being 
processed is not being properly explained. 
 
FB-I did not share the cƻƳǇƭŀƛƴŀƴǘΩǎ ǾƛŜǿ ǘƘŀǘ ǘƘŜ ǇǊƻŎŜǎǎƛƴƎ ƻŦ ǇŜǊǎƻƴŀƭ Řŀǘŀ ƛǎ ƴƻǘ ōŜƛƴƎ ŎƭŜŀǊƭȅ 
explained. The Data Use Policy describes the type of data collected, the privacy settings that users 
are encouraged to use to control their data, the information that is shared with other websites and 
applications and how the data is used in the context of the advertising service. The information is 
provided in a clear and understandable format. That said, Facebook is always willing to improve 
the format of its Data Use Policy to lead the efforts of the industry with regard to privacy 
education.  
 

https://www.facebook.com/about/privacy/your-info-on-other
https://www.facebook.com/about/privacy/your-info-on-other
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Consent obtained by deception or misinterpretation: this related to how Facebook used personal 
data and the complainant highlighted a number of examples where he considered Facebook to be 
providing false or misleading information, for example, the fact that users are told they can 
remove posts, pokes, etc, but that they are not, in fact, being deleted but being held in the 
background. He also complains that some functions, such as deleting your account, are hidden 
from view.  These aspects of the complaint are dealt with separately in the Report.  FB-I 
categorically denied that it engaged in any deception, although recoƎƴƛȊŜŘ ǘƘŀǘ άǊŜƳƻǾŜέ ŎƻǳƭŘ 
have been interpreted by users to mean that the data was deleted.  
 
The issue of consent is also addressed in Complaint 16 ς Opt Out from άEurope-v-FacebookέΦ  This 
complaint covers a number of areas relating to the set up of a new Facebook account. The first 
issue raised by the complainant is that there is no specific consent when signing up to Facebook.  
The complainant argued that Facebook collects a range of data (import of email addresses, 
education information, photograph, etc.) from the new user before that user is provided with an 
opportunity to change his security settings and that a link to privacy information is only provided 
once the sign up process is complete (the link is available on the second page as demonstrated 
above). 
 
FB-I in response to a query from this Office indicated that the account is not set up until the 
potential user has successfully transmitted a Captcha phrase (this is a code sought on many 
websites to counter malicious automated computer processes from gaining access to 
services),which is not done until the potential user has seen the links to the Data Use Policy and the 
Statement of Rights and Responsibilities.  FB-I also indicated that if an individual does not complete 
the registration process, the registration form data is deleted. 
 
The complainant also contended that the default security settings themselves are too liberal in 
nature in that the initial user content may be seen by most people and can be indexed by search 
engines.  Finally, the complainant considered that the settings pages and links provided discourage 
the new user from applying certain security settings and points out that some important settings 
cannot be editeŘ ƻƴ ŀ ǳǎŜǊΩǎ Ƴŀƛƴ ǇŀƎŜΣ ŦƻǊ ŜȄŀƳǇƭŜΣ ŀŎŎŜǎǎ ōȅ ǘƘƛǊŘ ǇŀǊǘȅ ŀǇǇƭƛŎŀǘƛƻƴǎ ŀƴŘ ǎŜŀǊŎƘ 
engines. 
 
FB-I contended that it does receive the specific consent of Facebook users.  In relation to the 
collection of data when signing up for an account, Facebook stated that it is not possible for a user 
to adjust their security settings prior to the account being created, but highlighted that once it is 
created, the user can make whatever amendments he wishes. FB-I also highlighted that only name, 
email and date of birth are required to create an account ς any other information is optional. 
 
FB-L ǎǘŀǘŜŘ ǘƘŀǘ ǘƘŜ ŎƻƳǇƭŀƛƴŀƴǘΩǎ ŎƻƴǘŜƴǘƛƻƴ ǘƘŀǘ ǳǎŜǊǎ ŀǊŜ ŘŜƭƛōŜǊŀǘŜƭȅ ŘƛǎŎƻǳǊŀƎŜŘ ŦǊƻƳ 
ŀǇǇƭȅƛƴƎ ŎŜǊǘŀƛƴ ǎŜŎǳǊƛǘȅ ǎŜǘǘƛƴƎǎ ŀƴŘ ǘƘŀǘ ǎƻƳŜ ǎŜǘǘƛƴƎǎ ŀǊŜ ΨƘƛŘŘŜƴΩ ǘƻ ōŜ ǳƴŦƻǳƴŘŜŘΦ ¢ƘŜ security 
centre and Data Use Policy encourages users to practice judgment when sharing content and data 
on the site. FB-I considered that the content of its privacy settings are presented in logical order 
and that detailed explanations of the settings are also provided. 
 
Complaint 18 ς Obligations as Processor ŦǊƻƳ ά9ǳǊƻǇŜ-v-CŀŎŜōƻƻƪέ ŎƻƴǘŜƴŘŜŘ ǘƘŀǘ CŀŎŜōƻƻƪΩǎ 
operation as a processor is at variance with both Irish Data Protection legislation and Directive 
95/46/EC. The complainant states that Facebook and its users can only process data legally if 

http://europe-v-facebook.org/Complaint_16_Opt-Out.pdf
http://europe-v-facebook.org/Complaint_18_obligations_processor.pdf
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Facebook clearly defines, in relation to each piece of data held, who is the data controller and who 
is the data processor.  This issue is dealt with in the introduction to this Report by reference to 
what is termed the household or domestic exemption and the responsibilities of a business for 
instance when using the site. 
 
Complaint 22 ς New Policy ŦǊƻƳ ά9ǳǊƻǇŜ-v-CŀŎŜōƻƻƪέ related to what are stated as recent 
ŎƘŀƴƎŜǎ ƳŀŘŜ ǘƻ CŀŎŜōƻƻƪΩǎ tǊƛǾŀŎȅ tƻƭƛŎȅΦ ¢ƘŜ ŎƻƳǇƭŀƛƴŀƴǘ ŎƻƴǘŜƴŘǎ ǘƘŀǘ ƛǘ ƛǎ ŘƛŦŦƛŎǳƭǘ ǘƻ 
understand the changes in conjunction with the previous policy and that users have not had any 
opportunity to consent to the changes made.  In light of the recent comprehensive FTC settlement 
with Facebook in thus area, the question of consent in relation to the new Privacy Policy will not 
be considered in this report.  
 
3.1.6 Analysis 
This Report has demonstrated that Facebook by its very nature is a complex and multifaceted 
online experience that has enjoyed remarkable success by virtue of the number of members and 
active users in a very short period.  It is seen as an essential part of the routine of at least 800 
million users who log on every month.  Any assessment of the privacy policy and consent must 
have due regard to these realities.  However, the role of this Office is to assess matters from a 
purely data protection perspective.    
 
In the assessment of this Office the operation of the privacy controls available to users within 
Facebook are complex.  This is despite efforts by Facebook to simplify the settings in order to 
make them more easily understandable and usable.  As our analysis in this Section and other 
sections demonstrate there are a multitude of different controls that must be accessed by the 
user to express their preference in relation to the use of their personal data.  In addition to the 
controls available from the privacy settings, there are separate and distinct controls for Apps, for 
Ads and for Security.  In order to fully understand the use of their information and the options 
available to them a user must read the full Privacy Policy, the Statement of Rights and 
Responsibilities, the advertising policy, information on the use of social plugins, information on 
Facebook Credits etc.  It is clearly impractical to expect the average user, never mind, a thirteen 
year old joining the site for the first time to digest and understand this information and make 
informed choices.  The difficulty in this area is further exacerbated by the fact that the choices 
which a person should make when joining or thereafter once they have begun to understand the 
social nature of Facebook are not in any real way presented to them in a manner in which they can 
fully understand and exercise real choice.   
 
The problem of effective choice and control of a user is made more problematic by the default 
settings which Facebook has chosen for the user.  Many of the default settings for adults (though 
not for minors) are set at what might be considered the most liberal possible.  Facebook in this 
respect is obviously entitled to assert that social networking by its very nature is social and there is 
no point joining that experience if the person does not wish to interact with others.  This is 
accepted but the combination of liberal default settings and the lack of a uniform method to 
present privacy choices to users is not reflecting the appropriate balance in this space.  FB-I 
indicated that it believes it has made great improvements in providing users better control over 
their privacy settings by moving most of the settings inline.  This means that users with every new 
post or comment or upload can see the audience with whom they are sharing at the precise 

http://europe-v-facebook.org/Complaint_22_new_policy.pdf
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moment that information is most relevant and choose precisely the audience they want rather 
than having to refer back to a setting page.   
 
A specific example outlined above related to the upload of a profile photo when joining.  At no 
point in that process is it clarified to the user that by uploading their photo it will be by default 
publicly searchable until they change the setting and that furthermore their profile photo once 
uploaded will be used in a range of scenarios including advertising purposes to their friends with 
varying levels of control.  FB-I could legitimately say in response that it would be abundantly clear 
to a user from using the site that their profile photo would be used in this way but it clearly would 
not be in any way clear to a new user. 
 
Another issue which was legitimately highlighted in ǘƘŜ ŎƻƳǇƭŀƛƴǘǎ ŦǊƻƳ ά9ǳǊƻǇŜ-v-CŀŎŜōƻƻƪέ ǿŀǎ 
that the relative size of the links to the privacy policy and statement of rights and responsibilities 
on the second page of the sign up process were much smaller than the remaining information on 
the page.  We have accordingly recommended to FB-I that this matter be addressed and it has 
agreed to do so. 
 
However, the concern of this Office is not focused on specific issues such as these but rather the 
bigger picture around appropriately informing, in a meaningful way, a new or current user and 
then providing easy to use and accessible tools to users.  In this respect it is notable that if a user 
or new user does not add a certain number of friends or provided certain details in the sign-up 
process that they are constantly reminded to do so on their profile page or upon log-in.  There are 
no such reminders or prompts about the desirability of selecting privacy settings that the user is 
comfortable with or adjusting them over time in light of their experience or where they are in 
their lives at a particular time. 
 
From the privacy perspective therefore it would be a far better position for users if there were no 
default settings upon sign-up.  A user then would be asked via a process what their broad 
preferences are with settings that reflect such broad preferences and a consequent ability for the 
user to refine those settings all of which should be available from one place.  This Office has no 
difficulty with FB-I expressing its position as to what it believes a person should select to gain the 
greatest experience from the site but we do not accept that the current approach is reflecting the 
appropriate balance for Facebook users.  By extension it is clearly the case that the process also 
needs to be adjusted for current users to take account of this approach.  This Office therefore 
recommends that FB-I undertake a thorough re-evaluation of the process by which it empowers its 
users both new and current to make meaningful choices about how they control the use of their 
personal information.  This Office does not wish to be prescriptive at this point as to the eventual 
route chosen but expects FB-I to take full account of the suggestions outlined above.  This is 
clearly an issue which will form part of an ongoing engagement with FB-I and which will be 
thoroughly reviewed in July 2012.  
 
Although FB-I indicated that not only has it endeavoured to make its Data Use Policy as simple to 
read and understand as possible, and offers a notice, comment, and voting period on material 
changes to its policies, it is committed to reaching an agreement with this Office on a solution that 
will satisfy the concerns expressed in relation to enhancing user awareness and control over their 
privacy settings. The agreed shared objective in this respect is to ensure that users are provided 
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with ample opportunity to express, in a fully informed manner, their choices as to how their 
information is used and shared on the site. 
 
However, again it is important to draw a distinction between the controls available to users to 
decide to whom (only me, friends, friends of friends, public etc) and how their information is 
available when they take certain actions on the site and the use made of data by Facebook.  As we 
stated at the outset of this Report, we do not believe that data protection law can be interpreted 
to place an obligation on Facebook to provide a free service to users without some base line 
serving of ads based on user information.  To a point the extent of FB-I use of basic user data for 
ad targeting purposes could arguably be legitimised by either consent or legitimate interests.  The 
question that arises in this regard is exactly how much information is enough for Facebook in this 
ŀǊŜŀΦ  !ǎ ƻǳǘƭƛƴŜŘ ƛƴ ǘƘŜ ǎŜŎǘƛƻƴ ƻƴ ŀŘǾŜǊǘƛǎƛƴƎ CŀŎŜōƻƻƪΩǎ ǇƻƭƛŎȅ ƛǎ ǘƘŀǘ ƛǘ ŘƻŜǎ ƴƻǘ ŀƭƭƻǿ ǘƘŜ 
serving of ads based on the use of sensitive data as defined under EU law.  In practice, however, it 
does seem that it is possible to use such information as contained in a profile.  In this respect, it is 
not inappropriate for FB-I to claim legitimate interests for the processing of profile, interest and 
ΨƭƛƪŜΩ ƛƴŦƻǊƳŀǘƛƻƴ ŜƴǘŜǊŜŘ ōȅ ŀ ǳǎŜǊ ƛŦ ƛǘ ǿŜǊŜ ŎƻƴǎƛŘŜǊŜŘ ǘƘŀǘ ŎƻƴǎŜƴǘ ǿƻǳƭŘ ƴƻǘ ōŜ ŀ ǎǳŦŦƛŎƛŜƴǘƭȅ 
robust basis for such processing.  Regardless, there needs to be full information on such use and as 
outlined in the Advertising Section we consider that additional information is required. 

 

This Office is aware from our audit that Facebook already carries out user testing using a third 
party company to test how users and non-users react to new products etc.  We would 
recommend, therefore, that a valuable insight could be gained by FB-I by testing any approach to 
be developed with both users and non-users.  FB-I agrees that it will continue to do such testing 
and will take account of the outcome of this audit in this regard. 
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wŜŎƻƳƳŜƴŘŀǘƛƻƴǎ 
 

ISSUE CONCLUSION/BEST PRACTICE 
RECOMMENDATION 

FB-I RESPONSE TARGET 
IMPLEMENTATION 
DATE 

Privacy  & Data Use 
Policy 
Complexity &  
accessibility of user 
controls 
 
 
 
 
 

FB-I must work towards:  

¶ simpler explanations of 
its privacy policies 

¶ easier accessibility and 
prominence of these 
policies during 
registration and 
subsequently  

¶ an enhanced ability for 
users to make their 
own informed choices 
based on the available 
information 

FB-I will work with 
the Office to achieve 
the objectives of 
simpler explanations 
of its Data Use 
Policy, identify a 
mechanism to 
provide users with a 
basis to exercise 
meaningful choice 
over how their 
personal data is 
used, easier 
accessibility and 
prominence of these 
policies during and 
subsequent to 
registration, 
including making 
use of test-groups of 
users and non-users 
as appropriate.  

End Q1 2012 and 
routinely 
thereafter 

 The relative size of the links to 
the privacy policy and 
statement of rights and 
responsibilities on the second 
page of the sign up process 
must be aligned with the other 
information presented on that 
page.   

Agreed.  
Furthermore, FB-I 
has agreed to take 
the additional step 
of moving the links 
to the Data Use 
Policy and other 
policy documents, 
as well as the Help 
Center, to the left 
ǎƛŘŜ ƻŦ ǘƘŜ ǳǎŜǊΩǎ 
homepage. 
Presently the use of 
Credits is required 
only for games that 
monetise through 
virtual goods. 

End February 2012 
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3.2 Advertising 
 

It is not a secret that the means of funding the operation of Facebook as a free platform for 
members to engage in social networking is via various forms of advertising from third parties to 
those members. What is perhaps less clear is what precise user information is used by Facebook to 
make its advertising proposition attractive to advertisers.  Therefore in this audit we sought to 
clarify this position and where appropriate seek enhanced information and control for members as 
to certain information which can and cannot be used for targeted advertising purposes.   

 

As stated in the previous section on the Privacy Policy, it is important to make clear at the outset 
that this Office does not consider that it is possible using data protection requirements as a basis 
to require FB-I to deliver a free service from which members can have the right to opt-out 
completely from the means of funding it. However, there is an absolute necessity that members 
be fully aware of what information generated in their use of the service will be used for 
advertising purposes thereby allowing them to exercise choice. Equally, we consider that Irish data 
protection law imposes reasonable limits as to what information generated by a member should 
be considered as usable for advertising purposes ǳƴŘŜǊ CŀŎŜōƻƻƪΩǎ ŦƻǊƳ ƻŦ ŎƻƴǎŜƴǘ. 

 

3.2.1. Advertising Operations 

Advertising Operations is a division of FB-I with a staff of 33. The Advertising Operations Division 
manages advertising campaigns on behalf of FB-I.  To assess the level of use of Facebook 
memberǎΩ data for advertising purposes the Office met with relevant team members.   

 

FB-I offers two basic advertising models to its advertising customers: Premium Ads and 
Marketplace Ads.  

 

tǊŜƳƛǳƳ !Řǎ ŀǊŜ ŀŘǎ ǿƘƛŎƘ ŀǇǇŜŀǊ ǳƴƛǉǳŜƭȅ ƻƴ ŀ ƳŜƳōŜǊΩǎ ǇǊƻŦƛƭŜκǘƛƳŜƭƛƴŜ ƻǊ ƴŜǿǎŦŜŜŘ ǳǘƛƭƛǎƛƴƎ 
100% of the homepage space available for advertising (see screenshot below). FB-I confirmed that 
only a limited number of άƳŀƴŀƎŜŘ ŎƭƛŜƴǘǎέ ŀǊŜ ŀōƭŜ ǘƻ ǇǳǊŎƘŀǎŜ ǇǊŜƳƛǳƳ ŀŘǎΦ {ǳŎƘ ƳŀƴŀƎŜŘ 
clients are handled directly by the Inside Sales team based in Dublin or the Direct Sales team 
based in the European local offices.  An advertiser cannot purchase a premium ad using the online 
tools available on Facebook and are set up by the Facebook advertising operation team only. 

 

Marketplace Ads are ads which appear to the right hand side of all Facebook pages, except for 
profile pages. Up to 6 of these ads may appear on a page (see screenshot below).  All clients may 
purchase marketplace ads.  Pricing for such ads are set via automatic auction. Potential advertisers 
bid either for the price they are willing to pay every time their ad is clicked (pay-per-click model) or 
they bid what they will pay every time a set number of impressions are displayed (1,000 
impressions model). 
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If a user clicks on an ad in Facebook they are either taken through to the page created by the 
advertiser on Facebook itself or alternatively, the user may be taken to an external website. 

 

Users will generally encounter three basic types of advertising on Facebook:  

 

a) Personalised Adverts 

b) Adverts + social context 

c) Sponsored Stories 

 

Details ƻŦ ǎǳŎƘ ŀŘǾŜǊǘƛǎƛƴƎ ƛǎ ǇǊƻǾƛŘŜŘ ƛƴ ǘƘŜ άIƻǿ !ŘǾŜǊǘƛǎƛƴƎ ²ƻǊƪǎέ ǎŜŎǘƛƻƴ ƻŦ the Data Use 
Policy10. 

 

CŜŀǘǳǊŜŘ /ƻƴǘŜƴǘ Ŏƻƴǎƛǎǘǎ ƻŦ CŀŎŜōƻƻƪΩǎ ǇǊƻƳƻǘƛƻƴ ƻŦ ƛǘǎ ƻǿƴ ŦŜŀǘǳǊŜǎ ŀƴŘ ŦŜƭƭ ƻǳǘǎƛŘŜ ƻŦ ǘƘŜ 
scope of this audit.  

 

(a) Personalised Adverts 

In its Data Use Policy Facebook provides the following description of its personalised advertising: 

 
When an advertiser creates an ad on Facebook, they are given the opportunity to choose 
their audience by location, demographics, likes, keywords, and any other information we 
receive or can tell about you and other users. For example, an advertiser can choose to 
target 18 to 35 year-old women who live in the United States and like basketball. 

 
The Data Use Policy goes on to note:  
 

                                                      
10

 http://www.facebook.com/about/privacy/advertising 

MarketplaceMarketplace
PremiumPremium

Where do Premium & Marketplace Ads Appear?

http://www.facebook.com/about/privacy/advertising
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Sometimes we allow advertisers to target a category of user, like a  "moviegoer" or a "sci-fi 
fan." We do this by bundling characteristics that we believe are related to the category. For 
example, if a person "likes" the "Star Trek" Page and mentions "Star Wars" when they 
check into a movie theatre, we may conclude that this person is likely to be a sci-fi fan. 

 
A significant focus was placed on examining the bundling characteristics process for advertising 
targeting purposes. The disclosure above does not mention the use of user messages or chat to 
target ads, and FB-I confirmed that the content featured in user messages or chat was not used for 
that purpose.  Rather, ad targeting is based on actions as described in the above disclosure, such as 
ǘƘŜ ǇŀƎŜǎ ƻƴ CŀŎŜōƻƻƪ ǘƘŀǘ ŀ ǳǎŜǊ Ƙŀǎ άƭƛƪŜŘΦέ  ²ƘŜǊŜ CŀŎŜōƻƻƪ ŀƭƭƻǿǎ ŎƻƴǘŜƴǘ ŦŜŀǘǳǊŜŘ ƛƴ ǎǘŀǘǳǎ 
updates or posts to walls to be machine read to target ads based on that content, these keywords 
obtained in that manner are not retained. FB-I has undertaken to revert to this Office in the event 
that it proposes to extend the items of data to be considered for more granular targeting of the 
user. 
 
During the course of the discussions on advertising, FB-I provided information on a trial use of 
certain limited keywords within wall posts and status updates for ad-targeting purposes.  For 
example, FB-I stated that if a user mentionŜŘ ŀ ŎŀǊ ƛƴ ŀ ǎǘŀǘǳǎ ǳǇŘŀǘŜ ŀƴŘ ŀƭǎƻ άƭƛƪŜŘέ ǎƻƳŜǘƘƛƴƎ 
related to cars, FB-I might target ads to the user at a potential car buyer.  As it was apparent to FB-
I from initial consideration that this use caused some unease on the part of this Office, it offered 
to suspend the "trial" of this service until such time as the matter could be discussed in more 
detail following the conclusion of the audit process.  This was agreed and this issue will be 
revisited in January. 
 
The Data Use Policy contains a screenshot visually demonstrating part of the ad creation process.11   
 

 
 
It also invites the Facebook users to 
 

ά¢Ǌȅ ǘƘƛǎ ǘƻƻƭ ȅƻǳǊǎŜƭŦ ǘƻ ǎŜŜ ƻƴŜ ƻŦ ǘƘŜ ǿŀȅǎ ŀŘǾŜǊǘƛǎŜǊǎ ǘŀǊƎŜǘ ŀŘǎ ŀƴŘ ǿƘŀǘ ƛƴŦƻǊƳŀǘƛƻƴ 
they see at: https://www.facebook.com/ads/create/ Φέ 

                                                      
11

 https://www.facebook.com/about/privacy/advertising#personalizedads 

https://www.facebook.com/ads/create/
https://www.facebook.com/about/privacy/advertising#personalizedads
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This link brings the user the Ad Creation tool:  
 

 
 
Here, users can try out the tool and create their own ads, thereby seeing how advertisers can 
target ads. 
 
FB-I has indicated that the following screens represent the full screens on which an advertiser 
ǇǳǊŎƘŀǎƛƴƎ ŀŘǾŜǊǘƛǎƛƴƎ ǘƘǊƻǳƎƘ CŀŎŜōƻƻƪΩǎ ƻƴƭƛƴŜ ǘƻƻƭ ǿƻǳƭŘ ŎǊŜŀǘŜ ŀƴ ŀŘ ŀƴŘ ŜƴǘŜǊ ǘƘŜƛǊ 
preferences for targeting purposes: 
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